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Abstract

Entanglement detection and fractional quantum Hall effect in optical lattices
R.N. Palmer, Merton College, D.Phil. Michaelmas 2007

We consider the purity-based entanglement detection scheme introduced in [C. Moura Alves and D. Jaksch, Phys. Rev. Lett. 93, 110501 (2004)]. We describe how it could be implemented in an optical lattice using two-atom loss, and prove that in this form it detects all pure entangled states even without any spatial resolution. We then prove that correcting for certain reasonable types of experimental error is possible, and practical for error rates up to the order of one over the number of lattice sites considered. Limited spatial resolution similarly becomes a significant improvement over no spatial resolution only at nearly single site level. We also show how to use this process for state parameter estimation and collapse-revival evidence of entanglement, for which it remains useful even when the error rate is too high to permit unambiguous entanglement detection.

We also consider an optical lattice bosonic analogue of the fractional quantum Hall (FQH) effect. This system can reach high “magnetic fields” very difficult to attain in the solid state FQH system, where the discrete nature of the lattice becomes important. Near simple rational numbers $l/n$ of flux quantas per lattice cell, we find that the single particle states become nearly periodic with period $n$ lattice sites, and have an $n$ fold degeneracy which leads to FQH states resembling those of $n$-internal-state particles. Standard time of flight expansion would reveal this periodicity and be able to distinguish FQH states from vortex lattice or Mott insulator states. Shot noise correlation would provide further information on the nature of the FQH states.
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Quantum information processing [1] is the manipulation of information stored in a quantum device, usually a collection of 2-level quantum systems (called qubits), which takes advantage of quantum laws such as superposition. Any unitary operation can be constructed from 1- and 2-qubit unitary operations (quantum logic gates). A sufficiently large network of such gates, called a quantum computer, could factorize integers [2] and simulate locally interacting many-body quantum systems [3] in polynomial time, both of which are believed to require exponential time on a classical computer.

A major barrier to the construction of quantum computers is decoherence, which is caused by interaction of the qubits with their environment. 2-qubit gates require the qubits to interact with each other, and it is difficult to make a system which will do this without also interacting too much with its environment. It is possible to correct decoherence and other errors using quantum error correction [4], but this only helps if the error rate is sufficiently small to begin with [5]; if the error rate is too high, more errors occur during
the correction process than are removed by it.

A wide variety of physical implementations of quantum computing have been proposed, and some, including ion traps [6] and liquid NMR [7], have been experimentally demonstrated with a few qubits. We here consider neutral atoms in optical lattices [8, 9]. The easiest operations in this implementation act identically on all atoms or nearest-neighbour pairs at the same time, and it is hence particularly suited to simulating translationally invariant many-body quantum systems, especially lattice systems such as condensed matter systems [10, 11], and preparing certain many-qubit entangled states such as cluster states [12]. Its main limitation is that the atoms are generally too close together to be individually addressed; several methods have been proposed to overcome this [13, 14, 15, 16] but it remains a difficult problem.

1.1 Purity-based entanglement detection

Entanglement [17] is a type of correlation between spatially separated subsystems allowed in quantum systems but forbidden in classical systems. It is essential for some quantum communication tasks such as teleportation [18], and is also important in quantum computing. Multi-particle entanglement is a resource required by many quantum information algorithms, for example the ancilla states used for fault tolerant quantum error correction [19, 20], and the cluster or graph state used for measurement-based (one-way) quantum computation [21].

Few particle entanglement has been created in a number of systems including photons [22, 23] and ion traps [6], and has been verified and charac-
terised by quantum state tomography [22, 24]. However, full state tomogra-
phy requires at least $O(2^n)$ measurements for $n$ qubits, making it completely
impractical for states involving large numbers of qubits, such as cluster states
in optical lattices [12, 25]. Entanglement witnesses can avoid this problem
[26, 27], but any given witness detects only a limited range of entangled
states [28]. Both entanglement witnesses (including Bell inequalities) and
state tomography also require the ability to resolve individual qubits, which
is very difficult in optical lattices.

We consider a third method introduced in [29], based on the purity in-
equalities [30] which roughly state that if the whole system is purer than
one of its parts then it is entangled. To measure the purities of the reduced
density matrices, it applies a pairwise beamsplitter between corresponding
qubits of two copies of the state $\rho_{12\ldots n}$ being tested, then observes whether
these qubits bunch (both go into the same site) or not. Since symmetric
states bunch while antisymmetric states do not [29], and purity is the expec-
tation of the swap operator, purity of subsystem $A = 1 - 2 \times (probability$
that an odd number of pairs in $A$ remain unbunched).

We describe how this could be implemented in an optical lattice using a
period 2 superlattice to perform the beamsplitters, then fast 2 atom loss from
a Feshbach resonance to remove the bunched pairs, leaving the unbunched
ones. We show that counting these unbunched pairs, without any spatial
resolution, is sufficient to detect entanglement in all pure or sufficiently near-
pure entangled states, and that in many cases including the cluster state,
the number of experimental runs required is independent of the number of
qubits in the state.
We also consider the effect of experimental error: in practice, the beam-splitter will be perturbed by the interaction between the atoms, the loss process will not perfectly discriminate between pairs and single atoms, and the detection will not be 100% efficient. We show that the effect of all these errors can be made arbitrarily small by applying an appropriate correction and increasing the number of experimental runs. There is no sharp limit to the amount of error that can be corrected, but the number of runs required is roughly exponential in the expected number of errors $kq$, where $k$ is the size of the subsystem whose purity is being measured and $q$ is the error probability at each site, so there is a practical limit $kq \lesssim 1$. This applies both with and without spatial resolution, but for some states such as the cluster state, spatial resolution allows entanglement detection with lower $k$ values. We also apply a similar method to correcting limited spatial resolution to obtain full spatial resolution, and similarly find that this can be done but has a huge overhead unless it was already nearly single site resolution.

We also consider using this scheme for state parameter estimation, finding that it can be useful for this, and can also provide collapse-revival evidence of entanglement similar to the existing optical lattice method [12] but without the restriction to states with all their single particle density matrices equal, even when a high error rate limits it to $k$ values too small for unambiguous entanglement detection of the state being considered.
1.2 Fractional quantum Hall effect in optical lattices

Anyons [31] are particles existing on a 2D surface which are neither bosons nor fermions under exchange, but have a more complicated braiding statistics where the sense (clockwise or anticlockwise) of the exchange matters. Non-Abelian anyons also have multiple topologically distinct states, on which non-trivial quantum operations can be performed by moving the anyons around each other, a process called topological quantum computing [32, 31]. Because these states are a global topological property, they cannot be disturbed by local noise, or by small errors in the anyons’ paths; all that matters is the topology of the paths, which would allow extremely low error rates [33].

The most promising source of non-Abelian anyons is the fractional quantum Hall (FQH) effect. This occurs in a 2D system of interacting particles in an external vector potential, originally electrons of a semiconductor in a magnetic field, at certain simple rational ratios of particles to flux quanta [34, 35]. Its ground state is then strongly correlated and incompressible, and its conductance is entirely off-diagonal, and precisely quantised despite the inevitable presence of noise [34].

The elementary excitations of FQH states have fractional particle number [36] and are anyons [37, 38]. It is believed that in some cases [39, 40] they are non-Abelian anyons suitable for universal topological quantum computation [41].

We consider an optical lattice realisation of the FQH system. The 2-dimensionality and interaction are easy in an optical lattice, and there are
several possible ways to produce the required vector potential ("magnetic")
term [42, 43, 44, 45]. This can be viewed as a quantum simulation [10] of
the solid state FQH system, where the optical lattice represents the crystal
lattice and the atoms represent electrons. However, the opposite particle
statistics and different interaction potential ($\delta(r)$ rather than $1/r$) lead to a
significantly different set of allowed FQH states, and it is also an interesting
system in its own right.

The optical lattice can be used to study the high field regime $\alpha \sim 1$ ($\alpha$
is the number of magnetic flux quanta per lattice cell). The solid state FQH
system is limited to $\alpha \lesssim 10^{-4}$ for its crystal lattice unit cell at experimen-
tally attainable magnetic fields [46], while superlattice structures with $\alpha \sim 1$
are possible but difficult [47]. There the discreteness of the lattice becomes
important, which in the absence of trapping produces a fractal single particle
band structure called the Hofstadter butterfly [46, 44].

We find that near simple rationals, $\alpha \approx \alpha_c \equiv l/n$, in the presence of
weak trapping, the single particle wavefunctions have an approximate $n$ site
periodicity and an $n$ fold degeneracy. At long lengthscales, these cause them
to behave as if they had $n$ internal states and were in only the residual
field $\alpha - \alpha_c$. The density and Hall current of each FQH state hence become
proportional to $\alpha - \alpha_c$ rather than $\alpha$. This can have the opposite sign to $\alpha$,
causing the Hall current to flow in the opposite direction to what low field
theory would predict.

We also consider how to detect these states using existing measurement
techniques. Under time of flight expansion we find that the resulting density
profile is broadly similar to the in-trap density profile, giving stepped peaks
with each step corresponding to a different FQH state. The above site near-periodicity also becomes visible as more than one peak per Brillouin zone. Under the shot noise correlation procedure of [48, 49], we find anticorrelation at small relative momenta in FQH states, which we relate to their real space correlation functions. This contrasts with little or no correlation in vortex lattices and positive correlation in Mott states.

1.3 Organization

This thesis is organised as follows. Chapter 2 reviews optical lattices: the optical potential, the Bose Hubbard model, and their possible quantum simulation and quantum computation uses.

Chapter 3 reviews entanglement, its importance in quantum communication and computation, and the existing methods of detecting it, witness operators (Sec. 3.3) and quantum state tomography (Sec. 3.4). Chapter 4 describes our method of detecting entanglement: Sec. 4.1 describes its principles of operation, and Sec. 4.2 possible methods for realising it in an optical lattice. Sec. 4.3 shows that it can detect entanglement even without spatial resolution, and Sec. 4.4 considers the effects of experimental errors. Sec. 4.5 considers using it for state parameter estimation. Sec. 4.6 is an appendix giving details of the beamsplitter operation and the possible errors in it.

Chapter 5 reviews the fractional quantum Hall effect in both electron and atomic gas systems, including the Laughlin and Read-Rezayi states and their multicomponent analogues, and their possible use for topological quantum
Chapter 6 describes our work on the optical lattice quantum Hall system: Sec. 6.1 introduces it, and Sec. 6.2 reduces the low $\alpha$ limit to the ordinary (continuum) QH Hamiltonian, and compares it to other FQH systems. Sec. 6.3 considers the high $\alpha$ states, first for a single particle then for many particles. Secs. 6.4 and 6.5 consider time of flight expansion and shot noise correlation measurements of these states. Sec. 6.6 considers the Hall current and the effect of adding disorder to the system. Sec. 6.7 is an appendix giving a detailed derivation of the high $\alpha$ single particle states.

Chapter 7 gives conclusions for both parts.
Chapter 2

Optical lattices

An optical lattice is a standing light wave acting as a periodic potential for ultracold neutral atoms. In this chapter we review their properties and potential uses for quantum simulation and computation. More detailed reviews of this subject can be found at [8, 9, 50], and focusing on the quantum simulation aspects, [10].

2.1 Lattice potential

In this section we describe how an optical lattice creates a periodic potential, and how its unwanted side effects such as spontaneous emission can be minimised.

The energy levels of an atom in an oscillating electric field, such as a light wave, are shifted by an amount proportional to the square of the field strength; this is called the AC Stark effect. For two counterpropagating laser beams forming a standing wave $E(x, t) = E_0 \cos(\omega t - kx) + E_0 \cos(\omega t + kx) =$
2E_0 \cos kx \cos \omega t$, the energy shift is $V_{\text{lat}}(x) = A(\omega) (2E_0 \cos kx)^2 \equiv V_0 \cos^2 kx$ [8]; because of the square the distance between lattice minima is half the laser wavelength. If the laser frequency $\omega$ is sufficiently close to a transition frequency $\omega_e$ that this transition dominates over all others, $A(\omega) \propto 1/(\omega - \omega_e)$, so red detuning ($\omega < \omega_e$) places the lattice potential minima at light intensity maxima, while blue detuning places them at light intensity minima.

The proportion of atoms in the higher energy state under these conditions is approximately $V_{\text{lat}}(x)/(\omega - \omega_e)$ [8]. Since this population can spontaneously emit photons, which is undesirable as it destroys coherence and the recoil heats the atom, large detunings are used to minimise it [9]. These detunings are much larger than the Doppler shifts from the motion of the atoms, so the atoms see $V_{\text{lat}}(x)$ as a conservative potential, depending on position but not velocity.

This can be extended to a 3-dimensional lattice by using more beams; a number of geometries are possible, but we consider only the cubic one, which has 3 pairs of beams along $\pm x, \pm y, \pm z$, of orthogonal polarizations and/or slightly different frequencies to avoid interference. Their potentials hence add to give $V_{\text{lat}}(x) = V_x \cos^2 kx + V_y \cos^2 ky + V_z \cos^2 kz$.

### 2.2 Bose Hubbard model

In this section we derive the Bose Hubbard approximate Hamiltonian for the basic lattice setup, and review its superfluid and Mott insulator ground states.

As the lattice potential is periodic, the single particle eigenstates are
Bloch functions $\psi_{K,n}(x) = e^{iK \cdot x} \tilde{\psi}_{K,n}(x)$ where $\tilde{\psi}$ is periodic with the lattice period $d = \pi/k$; labelled by a quasimomentum $K$ within the first Brillouin zone $-k < K_x, K_y, K_z \leq k$ and a band index $n$, analogous to single electron eigenstates in a crystal lattice.

An alternative basis is given by the Wannier functions $w_n(x - x_i)$, labelled by a band index $n$ and a lattice site $i$ centred at $x_i$, where $w_n$ is the “most localised” state in band $n$. For suitable relative phases of the Bloch functions it is given by $w_n(x - x_i) = \int d^3K e^{-iK \cdot x_i} \psi_{K,n}(x)$.

Typically the lattice is deep enough and the atoms cold enough that only the lowest band is significantly occupied and its Wannier function $w_1(x - x_i) \equiv w(x - x_i)$ has most of its probability within lattice cell $i$ (the tight binding regime). Under these conditions the lattice Hamiltonian can be approximated by nearest neighbour hopping,

$$H_{\text{hop}} = \sum_{p,q,r} J_x a_{p,q,r}^\dagger a_{p-1,q,r} + J_x a_{p,q,r}^\dagger a_{p+1,q,r} + J_y a_{p,q,r}^\dagger a_{p,q-1,r}$$

$$+ J_y a_{p,q,r}^\dagger a_{p,q+1,r} + J_z a_{p,q,r}^\dagger a_{p,q,r-1} + J_z a_{p,q,r}^\dagger a_{p,q,r+1}, \quad (2.1)$$

$$J_x = -\int d^3x w^*(x) \left( -\frac{1}{2m_0} \nabla^2 + V_{\text{lattice}} \right) w(x - (d,0,0)), \quad (2.2)$$

and similarly for the other hopping rates $J_y, J_z$, where $d$ is the lattice spacing and $a_{p,q,r}$ is the annihilation operator for a particle in the lattice site labelled by the integer coordinates $(p, q, r)$. The advantage of using the Wannier basis rather than the Bloch basis is that trapping and contact interaction can then
be included as the purely on-site terms

\begin{align}
H_{\text{int}} &= \frac{U}{2} \sum_{p,q,r} a_{p,q,r}^\dagger a_{p,q,r} a_{p,q,r}^\dagger a_{p,q,r}, \quad (2.3) \\
U &= g_0 \int d^3x |w(x)|^4, \quad (2.4) \\
H_{BH} &= H_{\text{hop}} + H_{\text{int}} + V_{\text{trap}}(p,q,r)a_{p,q,r}^\dagger a_{p,q,r}, \quad (2.5)
\end{align}

where \( g_0 \) is the contact interaction strength [8]. The Hamiltonian \( H_{BH} \) is called the Bose Hubbard Hamiltonian [51].

### 2.2.1 Superfluid-Mott insulator transition

The nature of the ground state depends on the ratios \( U/J \) of interaction to hopping (where \( J \) is any of \( J_x, J_y, J_z \)). For bosonic atoms, in the \( U/J \to 0 \) limit the ground state is a Bose-Einstein condensate, called a superfluid state, with all the particles in one single particle orbital given by a discrete space version of the Gross-Pitaevskii equation [52]. In the absence of trapping this is the zero quasimomentum orbital,

\[ |\psi_{SF}\rangle = \left( \sum_{p,q,r} a_{p,q,r}^\dagger \right)^N |\text{vac}\rangle, \quad (2.6) \]

where \( N \) is the number of particles and \( |\text{vac}\rangle \) is the vacuum state. In the presence of a weak trap its density takes the shape of the trapping potential, analogous to the Thomas-Fermi approximation for continuum BECs [52]. The low-lying excitations of this state are long wavelength phonons, which are gapless in the thermodynamic (infinitely large system) limit [9].
The ground state in the $U/J \to \infty$ limit is the state with exactly one particle in each of the lowest (in trapping potential) $N$ lattice sites, called a Mott insulator state.

$$|\psi_{MI}\rangle = \prod_{p,q,r} a^\dagger_{p,q,r} |\text{vac}\rangle .$$

(2.7)

The low-lying excitations of this are particle-hole pairs, which have a nonzero energy gap $U$ even in the thermodynamic limit. There are also Mott insulator states with $2, 3, \ldots$ particles per site; in a trap these can coexist with each other and the superfluid state, forming a stepped density profile [53]. A trapping potential is essential to induce this phase separation; a uniform system with a noninteger number of particles per lattice site remains superfluid for all $U/J$.

Away from these limits both superfluid and Mott insulator states change gradually as $U/J$ varies, but in the thermodynamic limit there is a sharply defined boundary between gapless (superfluid) and gapped (Mott insulator) excitations [54, 55]. This is an example of a phase transition at zero temperature (between ground states), which is called a quantum phase transition. Since $H_{BH}$ cannot be solved exactly, the exact location of this transition is not known; a mean field calculation [51, 54] gives the estimate $U/J \approx 35$ for a 3D isotropic ($J_x = J_y = J_z$) lattice, but this simple description cannot accurately describe the transition and a more sophisticated variational model gives $U/J \approx 18$ [55]. Experimental measurements of the momentum distribution [56] and excitation spectrum [57] show the transition but cannot yet measure the transition point accurately enough to conclusively distinguish these, partly because the transition is only sharp in the infinite system limit.
2.3 Hamiltonian control: quantum simulation

In this section we consider the unusually large amount of control available over the optical lattice Hamiltonian, and how this can be used to simulate other quantum systems.

The basic lattice described by the Bose-Hubbard model already allows easy control of all its dimensionless parameters. Increasing the laser intensity along one axis increases the lattice depth, making the Wannier function more tightly confined, which decreases $J$ along that axis, over a practical range of a few orders of magnitude [8], and increases $U$. While $U$ is not independent of the $J$s, only the ratios $U/J$ are dimensionless. This can be done much faster than the dynamical timescales, allowing observation of the coherent response to such a parameter change. The trap strength, and the number of atoms initially loaded into the lattice, can also be controlled.

The independent control of $J$ on each axis allows effectively 2D or 1D systems to be created, by using a very strong lattice on the dimensions to be frozen out, reducing their $J$ to negligible levels, and a weak lattice (or no lattice at all) along the dimensions to be retained. Each plane or line of the lattice then behaves as an independent 2D or 1D system.

Other controllable terms can be added to the Hamiltonian by going beyond the basic 6 beam lattice setup. For example, magnetic-like phase terms can be created in a variety of ways: rotating the lattice [58, 42], an EIT laser carrying orbital angular momentum [43], laser-induced hopping [44, 59], or an oscillating quadrupole potential [45]. The methods of Sec. 2.4 can also be used. The sum of a set of individually implementable Hamiltonians can
be simulated by switching between them on a timescale short compared to their dynamical timescales [11].

Optical lattices do not contain the impurities and lattice defects that real crystals inevitably have, giving them much lower disorder than typical solid state systems. However should disorder be desired, for example for studying localization [60], it can be added in a controlled way [10]. Pseudorandom disorder can be added using additional lasers angled to create a superlattice of period incommensurate with the main lattice [61, 60]. Truly random disorder can be added using a speckle laser [61] for long (at least a few sites) correlation length, or a second species of atoms held in a deep lattice to act as impurities [62] for short (single site) correlation length.

This high level of control allows the optical lattice Hamiltonian to be made to match that of other physically different quantum systems, and in particular strongly correlated condensed matter systems, the optical lattice representing the crystal lattice. Experiments on the optical lattice can then be used to study the other system; this is called quantum simulation [10]. It can be seen as a form of analogue quantum computation, but unlike full (digital) quantum computation it is experimentally feasible now, because it requires only global control of the Hamiltonian parameters (not single site addressing) and a noisy simulator corresponds to a noisy original rather than being unusable for more than a few qubits above a low error-correction threshold. Such a simulation may be preferable to experimenting directly on the original system because it allows different types of measurements, control of parameters that are fixed in the original, or access to otherwise inaccessible parameter regimes.
2.4 Quantum computation

In this section we describe how quantum gates can be implemented in an optical lattice, and how their inability to resolve individual qubits might potentially be overcome.

Optical lattices can trap multiple hyperfine states, allowing the one atom per site Mott insulator state to be used as a quantum register, with two orthogonal hyperfine states acting as the qubit states $|0\rangle$ and $|1\rangle$. Single qubit operations can be performed using microwave or Raman laser pulses [63].

The lattices felt by different hyperfine states can be moved relative to each other by changing the polarisation of the laser beams. Moving them by one lattice spacing so the $|0\rangle$ state of one qubit sits on top of the $|1\rangle$ state of the next, waiting for a time $\phi/U$ and moving them back creates a phase shift $\phi$ on $|0\rangle|1\rangle$ neighbouring pairs only [63]. If all the qubits start in $|+\rangle \equiv (|0\rangle + |1\rangle)/\sqrt{2}$, the resulting state is

$$|\phi_n\rangle = \frac{1}{\sqrt{2^n}} \prod_{j=1}^{n} (|0\rangle_j e^{i\phi \sigma_j} + |1\rangle_j) = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} e^{i\phi c(x)} |x\rangle,$$

where $c(x)$ is the number of occurrences of the sequence 01 in the $n$-bit binary number $x$. Taking $\phi = \pi$ then applying another $\pi/2$ single qubit rotation gives a 1D cluster state [12], and repeating the process for the other dimension(s) creates a 2D or 3D cluster state, which would then require only single qubit measurements to perform universal measurement-based (one-way) quantum computation [21].
2.4.1 Spatial resolution limitations

However, these single qubit measurements would have to address individual qubits, which is very difficult as they are half a lattice laser wavelength apart and diffraction limits the focusing of the Raman and readout lasers to the order of a wavelength. In this section we describe a number of methods which aim to get around this problem.

One option is to have the atoms further apart. Increasing the lattice spacing is possible by either using long wavelength lattice lasers such as CO$_2$ lasers [13] or by forming each standing wave from two beams crossing at an angle instead of counterpropagating [14]. However, at given laser power this decreases $J$, $U$ and the band gap, making operations slow and vulnerable to excitation of higher Bloch bands, and the above state dependent shift gate does not work if the laser wavelength is too far detuned [13]. These problems can be avoided by using the long wavelength lattice to pattern load a normal lattice [13, 64], giving atoms at the long lattice spacing with the normal tight confinement.

Another possibility is to use a beam focused as tightly as possible along with additional beams or microwave fields so arranged that their effects cancel out on the target qubit’s neighbours but not the target itself [15]. A variant of this is to “hide” the target’s neighbours in additional internal states, using fields that cancel out at the target [16].

One can also use the lattice as a quantum cellular automaton, which uses global operations, along with a pointer state (either a special internal state, or a normal qubit on a different row) whose position identifies the qubit
being acted on [65]. While it is necessary to initially create the pointer, this process does not need to be coherent, so may be easier than single qubit addressing during the computation. A disadvantage of this method is that parallel operations are limited. This makes quantum error correction more difficult, but it is possible using multiple regularly spaced additional pointers that are activated for error correction then deactivated for computation [66].
Chapter 3

Entanglement

Entanglement may be qualitatively understood as correlations between quantum systems that are stronger than would be allowed classically; we give a precise definition in Sec. 3.2.1. In this chapter we review its properties and potential uses, and the main existing methods of detecting it, entanglement witnesses (including Bell inequalities) and quantum state tomography.

3.1 Density matrices

In this section we review the density matrix description of quantum states and decoherence.

A density matrix (density operator) $\rho$ is a positive (all eigenvalues non-negative) Hermitian matrix with $\text{Tr}\rho = 1$, of size $d \times d$ where $d$ is the dimension of the system’s state vector (Hilbert) space. For a pure state (one with a state vector $|\psi\rangle$), $\rho = |\psi\rangle \langle \psi|$. The action of a quantum operation (gate) $|\psi\rangle \rightarrow U |\psi\rangle$ becomes $\rho \rightarrow U \rho U^\dagger$. 
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The expectation of an observable \( O \) is \( \text{Tr} \rho O \), and the probability of the outcome \( O = o_i \) is the expectation \( \text{Tr} \rho P_i \) of the projector \( P_i \) onto that eigenspace, \( P_i = \sum_j |i,j\rangle \langle i,j| \) where the \( |i,j\rangle \) are a basis of eigenstates of \( O \), \( O |i,j\rangle = o_i |i,j\rangle \). Such measurements are called projective measurements.

We also sometimes consider a more general type of measurement (the most general possible on a single copy of the state) called a positive operator valued measure (POVM). This still has probability \( \text{Tr} \rho P_i \) of outcome \( i \), but the \( P_i \) do not have to be projectors but can be any set of positive Hermitian operators satisfying \( \sum_i P_i = I \), the minimum conditions necessary for \( \text{Tr} \rho P_i \) to be a valid set of probabilities (ie. positive reals summing to 1) for any density matrix \( \rho \).

Unlike state vectors, density matrices allow mixed states, which can be used to describe systems subject to decoherence (interaction with their environment), which all real experimental systems are to some extent, without the need to explicitly write the states of the environment. The density operator \( \rho_A \) of the system only is obtained from the density matrix \( \rho_{AE} \) of the system and environment using the partial trace \( \rho_A = \text{Tr}_E \rho_{AE} \), defined in terms of matrix elements as

\[
\rho_{A(i,j)} = \sum_k \rho_{AE(i,k,j,k)}, \tag{3.1}
\]

where the indices \( i, j \) run over states of the system \( A \) and \( k \) over states of the environment \( E \). If \( O \) is any observable acting on the system \( A \) only,

\[
\text{Tr} \rho_A O = \sum_{i,j} \rho_{A(i,j)} O_{j,i} = \sum_{i,j,k} \rho_{AE(i,k,j,k)} O_{j,i} = \text{Tr} \rho_{AE}(O \otimes \mathbb{1}_E), \tag{3.2}
\]
so the reduced density matrix $\rho_A$ completely describes the observable state of the system if (as is usually the case in practice) the state of the environment is not measurable. Similarly $U_A \rho_A U_A^\dagger = \text{Tr}_E(U_A \otimes U_E) \rho_{AE}(U_A \otimes U_E)^\dagger$, where $U_A$ and $U_E$ are any unitary operations on the system and environment respectively, so if the system does not further interact with the same environment then $\rho_A$ evolves in the normal way. The density matrix of such a decohered system is hence defined to be $\rho_A$.

For example, a state $|\psi\rangle = \sum_i a_i |\psi_i\rangle |e_i\rangle$, where the $|e_i\rangle$ are orthogonal states of the environment, becomes $\rho = \sum_i |a_i|^2 |\psi_i\rangle \langle \psi_i|$. Such a state can also arise from or be interpreted as classical randomness (state $|\psi_i\rangle$ with probability $|a_i|^2$); the two interpretations are equivalent if we define the environment to include the source of the randomness.

### 3.2 Entanglement theory

In this section we review the properties of quantum entanglement and its potential uses. More detailed reviews of this subject can be found at [17, 67].

#### 3.2.1 Definition of entanglement

A density matrix $\rho_{12...n}$ of $n \geq 2$ subsystems is called separable if it can be written as a classical mixture of product states, that is

$$\rho_{12...n} = \sum_i p_i \prod_{j=1}^n |\psi_{ij}\rangle_j \langle \psi_{ij}|_j$$

(3.3)
where the $p_i$ are probabilities ($0 \leq p_i \leq 1$, $\sum_i p_i = 1$) and the $|\psi_{ij}\rangle_j$ are arbitrary states of subsystem $j$, and entangled if it cannot [68]. Eq. (3.3) is allowed to be a convergent infinite series, but for finite dimensional systems this is never necessary [69].

Unlike the pure state case, separable states are not necessarily product states $\rho = \bigotimes_j \rho_j$, but can contain classical correlations, for example $\rho = (|00\rangle \langle 00| + |11\rangle \langle 11|)/2$ (where $|00\rangle \equiv |0\rangle \otimes |0\rangle$). The separable states, unlike the product states, make up a non-zero volume fraction of all states; however, it is a superexponentially small one, for $n$ qubits

$$(c_1 3^{-3n/8})^{4^n-1} \leq \frac{\text{Vol(separable states)}}{\text{Vol(all states)}} \leq (c_2 \sqrt{2n \ln 3^{-3n/8}})^{4^n-1}, \quad (3.4)$$

for some constants $c_1, c_2$ [70].

Note that Eq. (3.3) is in general not the eigenvalue decomposition of $\rho$, since there are no orthogonality conditions on the $|\psi_{ij}\rangle_j$: a mixture of entangled states can be separable. For example, $(|00\rangle \langle 00| + |++\rangle \langle ++|)/2$ (where $|++\rangle \equiv (|0\rangle + |1\rangle)/\sqrt{2}$) is separable, but its eigenstates are the entangled $|00\rangle \pm |++\rangle$.

### 3.2.2 Creation and examples

In this section we give some simple examples of entangled states and how they are created.

Almost any interaction between quantum systems can create entanglement; the main difficulty is that systems which interact with each other tend also to interact with their environment, and entanglement with the environ-
ment appears as decoherence rather than usable entanglement because it is not possible to measure or control the complete state of the environment.

The *Bell states* are the maximally entangled 2 qubit states,

\[
|01\rangle - |10\rangle \quad \text{(singlet),} \quad (3.5) \\
|00\rangle + |11\rangle, \ |00\rangle - |11\rangle, \ |01\rangle + |10\rangle \quad \text{(triplet).} \quad (3.6)
\]

Like any entangled state, these can be built up using one and two qubit gates, in this case starting from \(|11\rangle, |00\rangle, |10\rangle, |01\rangle\) respectively and applying a Hadamard gate on the first qubit followed by a CNOT gate, which has been done in ion traps [71]. They can also be created by parametric downconversion of photons [72]. They are used in many quantum communication tasks, including teleportation [18].

The *cat (GHZ) state* of \(n\) qubits is

\[
|0\rangle \otimes^n + |1\rangle \otimes^n \equiv |000 \ldots 0\rangle + |111 \ldots 1\rangle, \quad (3.7)
\]

which can be created by extending the above gate sequence to \(n-1\) CNOTs with one control qubit and different target qubits, and can be used for fault tolerant measurement in quantum error correction [19].

The 1D *cluster state* is

\[
\prod_j (|0\rangle_j + |1\rangle_j \sigma_{z,j+1}), \quad (3.8)
\]

where \(\sigma_{z,j}\) is a phase flip acting on qubit \(j\). It can be created using controlled-
phase gates between nearest neighbours, starting with all qubits in the $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ state. This is equivalent to a nearest neighbour Ising interaction [21], which allows this state to be created using only collective operations, for example state selective movement in an optical lattice [12]. It can also be built up from Bell pairs using two qubit measurements [73]. Its 2D and 3D extensions, created in the same way, are universal resource states for measurement-based (one-way) quantum computation [21], which after the initial creation of this state uses only single qubit measurements. This form of quantum computation is hence suited to systems where this type of collective operation is easier than individual 2-qubit operations (optical lattices), or where 2-qubit operations require postselection (linear optics [73]).

We will now consider how entanglement could be useful in quantum communication and computation, which provide a motivation for studying it.

### 3.2.3 Communication uses and measures

In this section we consider the importance of entanglement as a resource for quantum communication, limitations on the local manipulation of entanglement, and ways of quantifying entanglement based on this.

Consider $n$ distant parties, each having their own quantum system on which they can perform arbitrary quantum operations, including multi-qubit operations if they hold all the qubits involved, but only able to communicate classically with each other. This is called LOCC (local operations and classical communication). Any separable state can be prepared under these conditions, for example by choosing $i$ according to the probability distribu-
tion \( \{p_i\} \) of the definition Eq. (3.3) and communicating it to all the parties \( j \), who then each prepare the state \( |\psi_{ij}\rangle \) by local operations. However, entangled states cannot be prepared by LOCC without prior entanglement, as applying any local operation to a separable state gives another separable state, and mixtures of separable states (as created by random choices and/or measurement result feedforward) are separable.

Since entanglement cannot be created by LOCC, prior entanglement becomes a resource, and the question arises of how much of it is needed for a given task. It is reasonable to require that a quantity intended to measure amount of entanglement not increase, at least on average, under LOCC. However this does not uniquely define amount of entanglement, as there exist pairs of states neither of which can be converted into the other by LOCC [74].

The natural unit of bipartite entanglement is the maximally entangled pair of qubits, called an ebit, EPR pair, or singlet. (The use here of the singlet state \((|10\rangle - |01\rangle)/\sqrt{2}\) rather than a triplet state such as \((|00\rangle + |11\rangle)/\sqrt{2}\) is a convention; any Bell basis state has 1 ebit of entanglement, as they can all be interconverted by local operations.) One ebit plus LOCC is equivalent to the transfer (in either direction) of one qubit plus LOCC, as locally creating a singlet then sending one of its qubits to the other party creates one ebit, and conversely one ebit can be used to teleport one qubit [18, 71].

Any \( n \)-qubit entangled state can be prepared from \( n - 1 \) ebits by LOCC, by first one party preparing it in \( n \) of their own qubits, then using the ebits to teleport these qubits to the other parties. Some states can be prepared from fewer ebits using quantum data compression [75]. The entanglement of
formation $E_f(\rho)$ of a state $\rho$ is defined as the minimum over LOCC protocols of the (expected) number of ebits required to prepare a single copy of $\rho$, while the entanglement cost $E_c(\rho)$ is defined as the minimum over LOCC protocols of the (expected) number of ebits per copy required to prepare multiple copies of $\rho$. It is conjectured that $E_f$ is additive, which would imply $E_c(\rho) = E_f(\rho)$, but it has only been proved that $E_f(\rho) \geq E_c(\rho) = \lim_{m \to \infty} E_f(\rho^{\otimes m})/m$ [76]. $E_c$ is strictly positive for all 2 party entangled states [77].

Entanglement distillation is the reverse process of preparing maximally entangled qubit pairs from copies of some other entangled state by LOCC. The distillable entanglement $E_d(\rho)$ is defined as the maximum expected number of ebits per copy that can be prepared by LOCC from copies of $\rho$. Not all entangled states can be distilled; those which cannot ($E_d = 0$) are called bound entangled states. This creates irreversibility: preparing a bound entangled state requires $E_c > 0$ ebits, but no ebits can be recovered from it.

Entanglement distillation is potentially useful as it allows high fidelity quantum communication (arbitrarily high fidelity if the local operations are perfect) over a noisy quantum channel, by sending halves of singlets through the channel, then distilling the resulting mixed entangled pairs into high fidelity singlets. The amount of noise this can handle is limited by the need for the channel output to be a distillable state, but can be quite large: any 2 qubit state with > 50% fidelity with a singlet is distillable by the procedure of [78]. The total distance can be increased further by adding additional devices (quantum repeaters) between the two parties that wish to share entanglement, and first creating imperfect entangled pairs between neighbouring repeaters, then alternately distilling them to increase fidelity and combining
them by entanglement swapping (teleporting half of one pair through an adjacent pair) to increase distance. This in principle allows a high fidelity ebit to be created over a noisy quantum channel of arbitrarily large total distance in polynomial time [79].

2 party distillation protocols involving only one-way communication are equivalent to quantum error correction [80], with the two halves of the initial entangled state being equivalent to the states of a single system before and after the error process. Classical error correction and privacy amplification in quantum key distribution (including prepare and measure protocols without actual entanglement) are also equivalent to distillation followed by measurement, which is used to prove that they are secure against coherent attacks [81]. However, the class of private states (encoding a perfectly secure classical bit) is larger than the class of maximally entangled states, which for some states allows more than $E_d$ bits of secure key to be obtained [17].

For 2 party pure states (of any Hilbert space dimension, or equivalently any number of qubits per party) these entanglement measures are all equal to the entropy of the reduced density matrix of either party [75],

$$
E_f(|\psi\rangle) = E_c(|\psi\rangle) = E_d(|\psi\rangle) = -\text{Tr} \rho_A \log_2 \rho_A, \quad \rho_A = \text{Tr}_B |\psi\rangle \langle \psi|,
$$

and are hence written as just $E(|\psi\rangle)$. This makes LOCC manipulation of 2 party pure entanglement asymptotically (in the limit of many copies) reversible.

However, mixed states or states of more than 2 parties generally have $E_c > E_d$. This makes their preparation from ebits irreversible, as not all
the entanglement used can be recovered by distillation. We may then ask whether there is some larger set of resource states, and associated vector measure of entanglement $E$ giving a quantity of each resource, from which preparation of a general state is reversible $E_c = E_d$. For multiparty pure states, such a set is called a minimal reversible entanglement generating set (MREGS), but it is not known whether a finite MREGS exists, even for 3 parties [74, 82]. It is known that the number of states in an MREGS must be strictly larger than the number $n(n - 1)/2$ of pairs of parties [74].

The entanglement measures $E_c$, $E_f$ and $E_d$ are in general difficult to evaluate, because of the optimization in their definitions. For 2 party mixed states

$$E_f(\rho) = \min_{\{|\psi_i\rangle\}} \sum_i p_i E(|\psi_i\rangle), \quad \rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|,$$

(3.10)

because one way to prepare $\rho$ from this number of ebits is to choose $i$ with probability distribution $\{p_i\}$ and prepare $|\psi_i\rangle$, while it is impossible to prepare $\rho$ from fewer ebits because the expectation of this expression is nonincreasing under LOCC [80]. However, this formula does not provide an easy way to evaluate $E_f$ because the minimum is hard to take. There are a number of other entanglement measures which are easier to calculate but less directly related to a state’s value for communication [17].

### 3.2.4 Relation to quantum computation

Entanglement is essential for measurement-based quantum computation, as local measurements on a separable initial state of known decomposition Eq. (3.3) can be efficiently simulated classically: choose $i$ with probability
distribution \{p_i\}, then choose each measurement result with the probabilities appropriate to the single qubit state \(|\psi_{ij}\rangle\). This is related to the above in that the measurements are a LOCC process with each physical qubit being a party, so logical qubits can only move by teleportation, requiring prior entanglement.

The status of entanglement in circuit model quantum computation is less clear: it is known that exponential advantage over classical computation requires gates that can create entanglement from some separable inputs [83], but it is not known whether it is necessary that entanglement actually be created during the quantum computation.

It has been proved that pure state quantum computation can be classically simulated in polynomial time if its entanglement is limited to a fixed number of qubits per entangled block [84] or a polynomial Schmidt rank (number of terms when written as a superposition of products) [85]. However, applying the same methods to mixed states only proves that this amount of correlation is essential if a quantum computation is to be exponentially faster than classical computation [86], as they do not distinguish quantum correlation (entanglement) from classical correlation. They also do not rule out a polynomial advantage with unentangled pure states; this is possible at least in the oracle (black box) setting, the Bernstein-Vazirani algorithm being an \(O(n)\) example [87].

Computation with highly mixed states is possible, and standard in liquid NMR as preparing a pure state in that system is impractical [7], but there is no known way to obtain exponential advantage over classical computation without entanglement. Pseudopure states \(\rho = \epsilon |\psi\rangle \langle \psi| + (1 - \epsilon)I/d_{tot}\)
can run any quantum algorithm on $|\psi\rangle$ [88] and are always separable for $\epsilon < \sqrt{54/17} \times 6^{-n/2}$ [89]. However, they require $O(1/\epsilon^2)$ copies to distinguish the answer from the random noise, so such a small $\epsilon$ makes them slower than classical computation; for $\epsilon > 2^{1-n}$ they are entangled for $|\psi\rangle = |0\rangle^{\otimes n-2} (|11\rangle + |00\rangle)/\sqrt{2}$, a 2 qubit Bell state [90]. It remains unproven whether DQC1, which starts with all but one of its qubits in the maximally mixed state [91] and can run a limited [92] but nontrivial [91, 93] range of quantum algorithms, always requires entanglement [94].

### 3.2.5 Mathematical tests

In this subsection we consider algorithms for proving that a known density matrix $\rho$ is entangled, including the purity test which our method is based on.

The *partial transpose* is defined in terms of matrix elements as

$$\rho^T_{ik,jl} = \rho_{jk,il},$$

(3.11)

where the indices $i, j$ label states of subsystem $A$ and $k, l$ states of subsystem $B$. The resulting operator is basis-dependent, but its eigenvalues are not. For states of more than two subsystems, the partial transpose can be taken with respect to any bipartition into two subsets $A, B \subset \{1, \ldots, n\}$, $A \cup B = \{1, \ldots, n\}$. If $\rho$ is separable then it has positive partial transpose (that is, all eigenvalues of $\rho^T_A$ are non-negative) with respect to any bipartition, so finding a negative eigenvalue of $\rho^T_A$ proves that $\rho$ is entangled [95].

The converse is not true: positive partial transpose (PPT) states can be
entangled [96, 69, 97], and for large \( n \) nearly all of them are [70]. However, PPT states always remain PPT under LOCC [98] and under tensor product [95], and hence cannot be distilled, as pure entangled states are non-PPT [98]. It is not known whether, conversely, all non-distillable 2 party states are PPT [17]. The 4 qubit Smolin state [99] is non-distillable as a 4 party state, and is PPT for \( 2 + 2 \) but not \( 1 + 3 \) qubit bipartitions. However, if this state is considered as a 2 party state along any of its non-PPT bipartitions, it becomes distillable.

The *purity* of a state \( \rho \) is defined to be \( \text{Tr} \rho^2 \). Since the eigenvalues of a density matrix are non-negative,

\[
0 < \text{Tr} \rho^2 \leq (\text{Tr} \rho)^2 = 1, \tag{3.12}
\]

with equality \( (\text{Tr} \rho^2 = 1) \) for pure states. A *reduced purity* \( \text{Tr} \{ \rho_A^2 \} \) is the purity of the reduced density matrix \( \rho_A = \text{Tr}_B \rho \) \( (A, B \subset \{1, \ldots, n\}, A \cup B = \{1, \ldots, n\}) \) of a subset \( A \) of the subsystems. The reduced purities of separable states satisfy the inequalities [30, 29]

\[
\text{Tr} \{ \rho_A^2 \} > \text{Tr} \{ \rho_C^2 \}, A \subset C, \tag{3.13}
\]

qualitatively that the whole of a separable state cannot be purer than its parts, while an entangled state can be.

Other mathematical entanglement tests include the range test [69] and the majorization test [100]. However, none of the above tests detects *all* entangled states. It is in general NP-hard to mathematically determine whether a
given $\rho$ is entangled [101]; general algorithms are known [102, 103], but their run time is exponential in $n$.

### 3.2.6 Physical detection: introduction

We however are concerned with the physical detection of entanglement, where we have physical copies of $\rho$ that we can perform measurements on but do not know what $\rho$ is.

Physical entanglement detection is always a statistical process: for any fixed finite number of copies of the state, there is always some nonzero probability of erroneously detecting entanglement in at least some separable states. For any fixed finite number of copies $N$ of a state $\rho$, the total state is $\rho^{\otimes N} \equiv \rho \otimes \ldots \otimes \rho$ ($N$ factors). Any measurement process on these $N$ copies (including measurements where the copies interact with each other and/or ancillas, with arbitrary classical post-processing) is equivalent to some POVM measurement, that is a positive operator for each possible outcome, on the total state $\rho^{\otimes N}$. Let $E_N$ be the operator for the outcome “state is entangled”, which hence has probability $\text{Tr} \left( \rho^{\otimes N} E_N \right)$, so if this outcome can ever occur then $E_N \neq 0$. In the maximally mixed state $\rho_I \equiv \mathbb{I}/d_{\text{tot}}$, which is separable ($= \bigotimes_j \mathbb{I}_j/d_j$), where $d_j$ and $d_{\text{tot}}$ are the state space dimensions of the $j$th subsystem and the whole system respectively,

$$\text{Tr} \left( \rho_I^{\otimes N} E_N \right) = d_{\text{tot}}^{-N} \text{Tr} \; E_N > 0,$$

where the inequality follows from $E_N$ having non-negative eigenvalues and is strict because $E_N \neq 0$; hence any physical measurement that ever detects
entanglement in anything will sometimes erroneously detect entanglement in the maximally mixed state.

We hence define a valid entanglement detection method to be one whose probability of error tends to 0 as $N \to \infty$, that is

$$\max_{\rho \text{ separable}} \text{Tr} (\rho^\otimes N E_N) \to 0$$ (3.15)

$$\text{Tr} (\rho_t^\otimes N E_N) \to 1$$, some entangled $\rho_t$ (3.16)

as $N \to \infty$; the states $\rho_t$ are the states this method detects. Relevant considerations for choosing a method include speed of the above convergence (and hence the number $N$ of state copies required for an acceptably low probability of error), which states $\rho_t$ are detected, and how easy it is to carry out the measurement described by $E_N$.

One approach is to measure the whole density matrix $\rho$, a process called state tomography [24] (Sec. 3.4), then apply a mathematical entanglement test. This can detect everything and requires only single qubit measurements, but requires exponentially many state copies, making it unusably slow for more than a few qubits.

Another option is to use an observable whose expectation is positive in all separable states and negative in the state we want to detect; these are called entanglement witnesses [104] (Sec. 3.3). These can be suitable for larger numbers of qubits (the number of copies required is often independent of the number of qubits in the state), but each witness only detects a limited range of states, making this method most appropriate when we have some prior knowledge of what $\rho$ is likely to be. Their ease of measurement varies.
Our method is based on the purity test and the fact that, while purity is not a linear function of $\rho$ and hence not the expectation of any observable on a single copy of $\rho$, it is a linear function of $\rho \otimes \rho$ and the expectation of an observable on two copies $\rho \otimes \rho$ [29], namely the swap operator $V |\psi\rangle |\phi\rangle = |\phi\rangle |\psi\rangle$ between corresponding subsystems of the two copies:

$$\text{Tr} V (\rho \otimes \rho) = \text{Tr} \rho^2. \quad (3.17)$$

Reduced purities $\text{Tr} \{ \rho_A^2 \}$ are obtained similarly by swapping only those subsystems in the set $A$.

This detects all pure or sufficiently near-pure entangled states, in many cases with a number of state copies independent of the number of qubits in the state. The implementation we consider requires the ability to perform a beamsplitter between identical bosonic qubits (which, while a two qubit operation, does not require interaction between the qubits) and observe whether they come out the same way or opposite ways; this is feasible for photons, and we describe how it could also be done for atoms in an optical lattice.

Other mathematical tests using polynomials of degree $k$ in the state $\rho$ similarly correspond to physical observables on $k$ copies of $\rho$, and hence are in principle physically realisable [105, 106]. However, the complexity of a single measurement of such an observable, whether by expansion and local measurement (Sec. 3.3.4), by controlled shifts [105], or by full quantum computation [106], is in general exponential in $k$. The partial transpose test has $k = 2^n$ [105, 106] and hence complexity double exponential in $n$, making this method even slower than full state tomography for large numbers of
qubits.

We next describe entanglement witnesses and state tomography in more detail.

### 3.3 Conventional detection methods: witness operators

An *entanglement witness* is defined to be an observable (Hermitian operator) $W$ with non-negative expectation on all separable states and negative expectation on some entangled states,

$$
\langle W \rangle_\rho \equiv \text{Tr}(W \rho) \geq 0, \text{ all separable } \rho \quad (3.18)
$$

$$
< 0, \text{ some entangled } \rho. \quad (3.19)
$$

$W$ then *detects* entanglement in those states $\rho$ for which $\langle W \rangle_\rho < 0$. (Some definitions add a normalisation condition $\text{Tr} W = 1$; we do not.)

Like all entanglement detection methods, such witnesses are statistical in nature: it is the *expectation* (average) of a witness that is non-negative in separable states, not every single measurement of it. To detect entanglement using a witness $W$ it is hence necessary to measure it many times, using a new copy of the state $\rho$ each time, and take the average $\langle W \rangle_\rho$. The maximum uncertainty (standard deviation) $\Delta W$ of a given witness $W$ in any state is half the difference between the largest and smallest eigenvalues of $W$, attained in states which are equal combinations (superposition or mixture) of the corresponding eigenstates. To make the entanglement of a state $\rho$ visible
Figure 3.1: The possible density matrices of $n$ $d$ level subsystems form a convex set in the $(2d)^n - 1$ dimensional (over $\mathbb{R}$) space of $d^n \times d^n$ trace-1 Hermitian matrices, and the separable states a convex subset of it. An entanglement witness $W$ detects the states on one side of the hyperplane $\langle W \rangle = 0$, here the states to the right of the dotted line. A are product (pure separable) states, B pure entangled states; their appearance as isolated points is an artifact of the 2D diagram, they are in fact connected sets of dimension $2n(d - 1)$ and $2(d^n - 1)$ respectively. Note that unlike the one-qubit Bloch sphere, the pure states do not cover the entire surface, so not every witness can be written as $c - |\psi\rangle \langle \psi|$. 

above the statistical noise, $\alpha (\Delta W/|\langle W \rangle|)^2$ measurements of $W$ are hence sufficient, where $\alpha \sim 10$ depends on the statistical confidence level desired.

Entanglement witnesses have a geometrical interpretation as hyperplanes $\langle W \rangle = 0$ in density matrix space, with all the separable states on one side and the detected states being those on the other side (Fig. 3.1). Since the set of separable states is convex (that is, any mixture of separable states is itself separable), for any given entangled state there exists a witness that will detect it [96]. However, no one witness detects all (or even all pure) entangled states: if $W$ detects $\rho_1$ and $\rho_2$, it will also detect any mixture $(1 - \lambda)\rho_1 + \lambda\rho_2$
by linearity, so any set of states which can form a separable mixture (for example, any two of the Bell basis states) cannot all be detected by the same witness [28]. Hence one needs to know in advance roughly what the state is likely to be to choose an appropriate witness to use; if one finds \( \langle W \rangle < 0 \) then the state is entangled, but if \( \langle W \rangle > 0 \) then this only means that the state is not what one thought it was, not necessarily that it is separable. This makes witnesses appropriate for verifying the success of experiments which aim to prepare a specific entangled state, such as [23], but inappropriate for analyzing unknown processes.

### 3.3.1 Fidelity witness

A conceptually simple way to construct an entanglement witness that detects a given pure entangled state \( |\psi\rangle \) is [23]

\[
W_f = cI - |\psi\rangle \langle \psi|,
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\( \Delta W_f = 1/2 \), so \( O(1/2(1-c))^2 \) copies are sufficient to detect the entanglement of \( |\psi\rangle \). For the GHZ and cluster states, \( c = 1/2 \) detects only genuine multipartite entanglement for any \( n \) [26], so their entanglement can in principle be detected using a number of state copies independent of \( n \). However, this uncertainty assumes the direct measurement of \( W_f \), which requires nonlocal measurements; we will consider in Sec. 3.3.4 how to measure \( W_f \) using local measurements.

### 3.3.2 Mixed state witnesses

For mixed target states \( \rho_t \), the fidelity cannot be used directly, as it is not \( \text{Tr} \rho_t \rho \) but \( \left[ \text{Tr} (\rho_t^{1/2} \rho \rho_t^{1/2}) \right]^2 \), which is not linear in \( \rho \) and hence not the expectation of an observable. \( W = cI - \rho_t \) works for some states but not all, as \( \text{Tr} \rho_t \rho \) is not maximised by \( \rho = \rho_t \) but may be higher for some separable \( \rho \). A general method of finding a witness that detects a given \( \rho_t \) is given in [103], but its calculation time is exponential in \( n \); since it is in general NP-hard to determine whether a given state is entangled [101], it is also NP-hard to find a witness that detects it [107].

Faster methods do exist for some classes of mixed states. If \( \rho_t \) has non-positive partial transpose, that is \( \langle \psi | \rho_t^{T_A} | \psi \rangle < 0 \) for some \( |\psi\rangle \) and some subset \( A \subset \{1, \ldots, n\} \), a suitable witness is \( W = (|\psi\rangle \langle \psi|)^{T_A} \) [108]. A method for edge states (positive partial transpose states that cannot be written as mixtures of other such states) is given in [109], but while any positive partial transpose state can be written as a mixture of an edge state and a separable state and any witness for the original state will also detect the edge state
[109], the converse is not true. Another method is described in [107].

3.3.3 Bell inequalities

Bell inequalities test whether a state is compatible with local realism. They were originally designed and used for testing quantum mechanics itself [72], but can also be used to test for entanglement as only entangled states can violate local realism.

Ordinary Bell inequalities are linear inequalities of expectations of observables, and hence can be rearranged to $\langle W_B \rangle > 0$ form; as this is satisfied by all separable states, $W_B$ is an entanglement witness. The converse is not true: not all entanglement witnesses are Bell inequalities. The distinction is important when testing quantum mechanics itself, but less important when testing for entanglement of a given state assuming the validity of quantum mechanics.

Local realism means that a state’s correlations can be reproduced by a local hidden variable model, that is a probability distribution of the form

$$P(O_1 = o_1, \ldots, O_n = o_n) = \sum_i p_i \prod_j P(O_j = o_j|i), \quad (3.21)$$

where $O_j$ is an observable acting only on subsystem $j$, the probability distribution $p_i$ of the hidden variable $i$ depends only on the state and not on the choice of observables $O_j$ to be measured, and the probability distribution $P(O_j = o_j|i)$ of the observable $O_j$ depends on the state, $O_j$ and $i$ but not on the choices $O_k$ or results $o_k$ of measurements on other subsystems $k \neq j$.

Every separable quantum state has a local hidden variable model; one
way to construct it is to write the state in the form (3.3), then take the $p_i$ to be the same and the $P(O_j = o_j|i)$ to be the quantum probabilities in the state $|\psi_{ij}\rangle_j$. Hence every linear Bell inequality that can be violated by quantum states is an entanglement witness. However, not every quantum state with a local hidden variable model for projective measurements (the type allowed in a linear Bell inequality) is separable. An explicit local hidden variable model for projective measurements on the state $(|10\rangle - |01\rangle)(\langle 10| - \langle 01|)/4 + I/8$, which is entangled as it has non-positive partial transpose, is constructed in [68]. It is conjectured that all positive partial transpose states, including the entangled ones, also have local hidden variable models [110]. Hence not every entangled state can be detected using Bell inequalities, and not every entanglement witness is a Bell inequality. Bell inequalities can however detect some multipartite bound (but non-PPT) entangled states, and even be maximally violated by them as in the case of the 4 qubit Smolin state [99].

The complete set of full correlation Bell inequalities for $n$ subsystems each with two 2-outcome measurements is [111]

$$W_B = 1 - 2^{-n} \sum_{s \in \{0,1\}^n} \left( \sum_{r \in \{0,1\}^n} \pm_r (-1)^{r \cdot s} \right) \prod_{j=1}^{n} O_j^{(s_j)}, \quad (3.22)$$

$$\langle W_B \rangle_{\rho} \geq 0 \text{ if } \rho \text{ has a local hidden variable model}, \quad (3.23)$$

where $O_j^{(0)}, O_j^{(1)}$ are any two measurements acting on subsystem $j$ with outcomes $\pm 1$. There are $2^{2^n}$ such inequalities for any given set of $O_j$ (though some of them are trivial and never violated by quantum states, and are hence not witnesses) each labelled by a set of $2^n$ signs $\pm_r$. 
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Useful members of this set include the ordinary 2-subsystem Bell (or CHSH) inequality [72],

\[ W_B = 1 - \frac{1}{2} \left( O_1^{(0)} O_2^{(0)} + O_1^{(0)} O_2^{(1)} + O_1^{(1)} O_2^{(0)} - O_1^{(1)} O_2^{(1)} \right), \]  
(3.24)

and Mermin’s inequality for detecting cat states [112],

\[ W_B = 2^{n/2} - \text{Im} \prod_{j=1}^{n} (O_j^{(0)} + iO_j^{(1)}). \]  
(3.25)

The choice \( O_j^{(0)} = \sigma_{x,j}, O_j^{(1)} = \sigma_{y,j} \) gives maximal violation of Mermin’s inequality for the state \((i \, |0\rangle^n + |1\rangle^n) / \sqrt{2}\). It can be made to detect other locally equivalent states, such as the standard cat state, by applying the appropriate local operation to the \( O_j \).

Bell inequalities, unlike other entanglement witnesses, remain valid for \textit{any} local 2-outcome measurements \( O_j \). Hence Bell inequality violation is entanglement even if one does not trust the measuring apparatus to measure the same observables as it is supposed to, as long as there is no communication between different subsystems. However, the usefulness of this is limited as which entangled states are detected does depend on the choice of \( O_j \), and some settings (such as \( O_j^{(0)} = O_j^{(1)} \)) detect nothing at all; while a faulty measurement will not detect “entanglement” that is not there, it may well miss entanglement that is there.

There are also generalisations of Bell inequalities to collective measurements on multiple copies of the state at a time, and to more than one round of POVM measurements with classical communication; these are nonlinear
and hence not entanglement witnesses. The local hidden variable model of [68] breaks down when these are allowed, and all 2-party distillable entangled states become detectable [113]. It is conjectured that 2-party bound entangled states remain undetectable, but only the restriction to multi-copy LOCC preprocessing followed by a 2-setting, 2-outcome full correlation ([111] type) Bell inequality has been proven [113].

### 3.3.4 Witness measurement

While every witness is an observable and hence in principle directly measurable, in practice only local (single subsystem) measurements are usually available. In this subsection, we find that while it is possible to measure any witness under these conditions, some witnesses are exponentially slow to measure.

Any witness can be written as a sum of locally measurable observables [108, 23, 26],

$$W = \sum_{i=1}^{k} f_i(O_{i1}, \ldots, O_{in})$$  \hspace{1cm} (3.26)

where the $O_{ij}$ are observables acting on subsystem $j$ only and the $f_i$ are functions of $n$ real variables. A single measurement of $W$ can then be made using $k$ copies of the state, by measuring each $O_{ij}$ on subsystem $j$ of copy $i$, and the results are substituted into Eq. (3.26).

This works because the operators $O_{i1}, \ldots, O_{in}$, since they act on different subsystems, must commute and hence have a full set of simultaneous eigenstates $\otimes_{j=1}^{n} |O_{ij} = o_{ij}, j\rangle$, which are then also the eigenstates of $f_i(O_{i1}, \ldots, O_{in})$ with eigenvalues $f_i(o_{i1}, \ldots, o_{in})$. 
The Bell inequalities have $k = 2^n$, and known expansions of the fidelity witness $W_f$ for many target states also have exponentially growing $k$ [26, 108] (an exception is the W state, for which $k = n^2 - n + 1$ [27]), making this procedure require impractically huge numbers of state copies for more than a few qubits. Attempts have hence been made to find witnesses with lower $k$, which we describe in the next subsection.

### 3.3.5 Easily measurable witnesses

One approach [26, 114] starts from a locally measurable set of commuting stabilizer operators $S_1, \ldots, S_l$ with eigenvalues $\pm 1$ which uniquely define the target state $|\psi\rangle$ as the only state stabilized ($S_i |\psi\rangle = |\psi\rangle$, ie eigenvalue $+1$) by all of them. Possible target states with $l = 2$ (the minimum, as an $l = 1$ state would be separable) include the GHZ state

$$S_1 = \prod_{j=1}^n \sigma_{x,j}, \quad S_2 = -1 + 2^{1-n} \prod_{j=2}^n (\sigma_{z,j-1} \sigma_{z,j} + 1),$$

and the cluster state

$$S_1 = -1 + 2 \prod_{j \text{ odd}} \frac{1}{2} (1 + \sigma_{z,j-1} \sigma_{x,j} \sigma_{z,j+1}),$$

with $\sigma_{z,i} \equiv \mathbb{I}$ when $i \notin \{1, \ldots, n\}$ and $S_2$ the same except over even $j$. This can be extended to graph states, including multidimensional cluster states, by including $\sigma_z$ factors for all nearest neighbours of $j$ [26]. For the $S_i$ to be locally measurable neighbouring vertices $j$ must not be in the same $S_i$, but this allows $k = 2$ for cluster states of any size and dimensionality.
Defining $W_s$ by

$$W_s \equiv c + \frac{1}{2} \left( l - 2 - \sum_{i=1}^{l} S_i \right), \quad c = \max_{\phi \text{ separable}} |\langle \phi | \psi \rangle|^2,$$

(3.29)

$W_s$ is diagonal in the basis of common eigenstates of the $S_i$, with eigenvalue $c - 1$ in $|\psi\rangle$ and all other eigenvalues $\geq c$. $W_f$ is also diagonal in this basis with eigenvalues $c - 1, c$, so $W_s \geq W_f$ with equality in the state $|\psi\rangle$.

Hence $W_s$ is also an entanglement witness ($\langle W_s \rangle \geq \langle W_f \rangle \geq 0$ in separable states) that detects $|\psi\rangle$, and $c - \langle W_s \rangle_\rho$ is a lower bound for the fidelity $F(\rho, |\psi\rangle \langle \psi|) = c - \langle W_f \rangle_\rho$. Since the $S_i$ were assumed locally measurable, $k = l$ copies of the state are sufficient for one measurement of $W_s$, and since they have eigenvalues $\pm 1$, $\Delta W_s \leq l$. Hence $O(l^3/(c - 1)^2)$ state copies are sufficient to detect the entanglement of $|\psi\rangle$ using only local measurements; for the GHZ and cluster states this is independent of $n$.

Note that if $W_s$ could be directly projectively measured, it could be used to sort individual copies into good ($W_s = c - 1$) and bad ($W_s > c - 1$) copies of $|\psi\rangle$, as the result $W_s = c - 1$ would project the state onto $|\psi\rangle$, the only eigenstate of this eigenvalue. This is used as the ancilla verification step of quantum error correction [5, 115], but requires 2 qubit gates, making it more difficult to carry out.

Another method [27] uses the W state’s fidelity witness, which unlike most fidelity witnesses has a $k = O(n^2)$ expansion, and stochastic local operations, which can convert any given genuine multipartite entangled pure state into one detected by this witness (though not always into the W state itself) with nonzero success probability, so verifying its entanglement as local operations
cannot create entanglement. Since applying an operation to the state is equivalent to applying the inverse operation to the witness, it is not necessary to physically perform these local operations. This gives a witness for any such state requiring only \( k = n^2 - n + 1 \) state copies per witness measurement, but its \( \Delta W \) and hence the number of state copies required to actually detect entanglement using it are not given.

### 3.4 Conventional detection methods: state tomography

Quantum state tomography is the process of measuring the complete density matrix \( \rho \) of a quantum system; one can then attempt to determine mathematically whether \( \rho \) is entangled.

#### 3.4.1 Linear inversion

The simplest way to carry out state tomography is to invert the linear expectation equations

\[
\langle O_k \rangle_\rho = \text{Tr} (O_k \rho) = \sum_{i,j=1}^{d^n} O^{(ij)}_k \rho_{ij}, \quad 1 \leq k \leq (2d)^n, \tag{3.30}
\]

where the \( O_k \) are any linearly independent observables. Treating \( ij \) as a single index, \( \rho \) as a vector and \( O \) as a \((2d)^n \times (2d)^n\) matrix [24], we can invert this to get

\[
\rho_{ij} = \sum_{k=1}^{(2d)^n} O^{-1(k)}_{ij} \langle O_k \rangle_\rho. \tag{3.31}
\]
Since a complete projective measurement has $d^n$ outcomes, whose probabilities are observables with one constraint (adding up to 1), and one of the $O_k$ can be taken to be 1 (enforcing $\text{Tr} \rho = 1$), this process requires at least $\frac{(2d)^n - 1}{d^n - 1} \approx d^n$ different measurement settings.

A simple choice of $O_k$ for qubits are the multi-qubit Pauli operators

$$O_k = \bigotimes_{j=1}^{n} \sigma_{k_j,j}, \quad k_j = 0, x, y, z, \sigma_0 = \mathbb{I}.$$  \hspace{1cm} (3.32)

These are orthonormal when treated as vectors ($\text{Tr} O_i O_j = \delta_{ij}$), so $O^{-1} = O^T$ preserves vector lengths, and in particular does not turn small statistical errors in the measured $\langle O_k \rangle_\rho$ into large errors in the estimate of $\rho$ [116]. They are also locally measurable, requiring a total of $3^n$ measurement settings (all possible combinations of Pauli $x$, $y$ and $z$).

A disadvantage of the linear method is that the inevitable statistical errors in the measured $\langle O_k \rangle_\rho$ can cause its estimate of $\rho$ to have negative eigenvalues, and hence not be an allowed density matrix. This happens with high probability (around 75% in 2 qubit experiments [24]) if the true $\rho$ is pure or nearly pure, because of the large number of zero or small eigenvalues that can be made negative by a small error. The maximum likelihood method avoids this problem.

### 3.4.2 Maximum likelihood estimation

*Likelihood* is a statistical term for the probability of obtaining the same measurement results as were actually obtained, considered as a function of the unknown parameters (in the context of tomography, the quantum state $\rho$ of

53
the system) of the probability distribution. Maximum likelihood estimation means using the parameter value (quantum state) that maximises the likelihood as an estimate of the true parameter value (state). This maximisation is done over allowed density matrices only, so cannot produce unphysical negative eigenvalues.

Considering a series $i = 1, \ldots, N$ of measurements given by the POVM operators $P_{ij}$, with results $j(i)$, the likelihood is [117]

$$L(\rho) = \prod_{i=1}^{N} \text{Tr} \rho P_{i,j(i)}, \quad (3.33)$$

and the maximum likelihood estimate of $\rho$ is the density matrix (positive, Hermitian, trace 1 matrix) that maximises $L(\rho)$.

Since Eq. (3.33) uses the POVM description of measurement, it can handle imperfect measurements; for example, a computational basis measurement of a qubit with probability $p$ of an error giving the result 0 when the true state is $|1\rangle$ would be $P_{i0} = |0\rangle \langle 0| + p |1\rangle \langle 1|$, $P_{i1} = (1-p) |1\rangle \langle 1|$. This allows maximum likelihood tomography to use imperfect detectors, as long as the error probability is known and errors in different measurements are independent, and still converge to the true $\rho$ (though typically more slowly) as the number of measurements $N \to \infty$.

The maximisation can be done by writing $\rho$ in a form that forces it to be a physical density matrix, usually $\rho = T^\dagger T / \text{Tr} T^\dagger T$ where $T$ is a triangular complex matrix, and maximising $L(\rho(T))$ using a generic maximisation algorithm [24]. There are also tomography-specific maximisation algorithms, including the EMU algorithm [118], and the $R\rho R$ algorithm [119, 120, 121],
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which is the iteration

\[ \rho_{k+1} = \frac{R(\rho_k) \rho_k R(\rho_k)}{\text{Tr} R(\rho_k) \rho_k R(\rho_k)}, \quad R(\rho_k) = \frac{1}{N} \sum_{i=1}^{N} \frac{P_{i,j(i)}}{\text{Tr} \rho_k P_{i,j(i)}}, \]  

(3.34)

normally started from the maximally mixed state \( \rho_0 = \mathbb{I}/d^n \). The \( R\rho R \) iteration is not guaranteed to converge [121], but in practice often converges faster than alternatives which are [121].

The advantage of state tomography is that it tells one everything about the state: not only whether it is entangled, but in exactly what way. The disadvantage is the exponentially large number of state copies needed (at least \( 2^n \) for \( n \) qubits), which makes it completely impractical to use for more than a few qubits.
Chapter 4

Purity-based entanglement detection

4.1 Ideal scheme

In this section we describe the ideal (error-free) operation of the entanglement detection scheme we will study, as introduced in [29].

4.1.1 Purity inequalities

Our network uses the purity inequalities of [30] for multipartite entanglement detection, as introduced in Sec. 3.2.5. These inequalities provide a set of necessary conditions for separability in multipartite states. Consider a state $\rho_{123...n}$ of $n$ subsystems. If $\rho_{123...n}$ is separable, then the purities $\text{Tr} \{\rho_B^2\}$ of the reduced density operators $\rho_B$ of subsets $B \subseteq \{1, 2, \ldots, n\}$ (which we call
the *reduced purities*) are non-increasing:

\[
\text{Tr} \left\{ \rho_A^2 \right\} \geq \text{Tr} \left\{ \rho_B^2 \right\} \quad \text{for all } A \subseteq B.
\]  

(4.1)

We can use these inequalities to give a relation between the average purities of all reduced density operators of a given number \( k \) of subsystems defined by

\[
\overline{\text{Tr} \left\{ \rho_{(k)}^2 \right\}} = \left[ \binom{n}{k} \right]^{-1} \sum_{|B|=k} \text{Tr} \left\{ \rho_B^2 \right\},
\]

(4.2)

where \( B \) is summed over all combinations of \( k \) subsystems. For completeness we define \( \text{Tr} \left\{ \rho_{(0)}^2 \right\} \equiv 1 \). From Eq. (4.1) we find that for any separable state

\[
\overline{\text{Tr} \left\{ \rho_{(k)}^2 \right\}} \geq \overline{\text{Tr} \left\{ \rho_{(k')}^2 \right\}} \quad \text{for all } k \leq k'.
\]  

(4.3)

Eq. (4.3) is weaker than Eq. (4.1), but we will see in Sec. 4.3 that \( \text{Tr} \left\{ \rho_{(k)}^2 \right\} \) can be measured without spatial resolution, making it useful where this is not available.

Any state \( \rho \) that violates any of the inequalities Eqs. (4.1, 4.3) is entangled. If \( \rho_{123\ldots n} \) is separable and pure, \( \text{Tr} \left\{ \rho_{123\ldots n}^2 \right\} = 1 \) and all the above inequalities become equalities; since a state with all \( \text{Tr} \left\{ \rho_B^2 \right\} = 1 \) is necessarily a product state, all pure entangled states violate Eqs. (4.1, 4.3). All pure entangled states can hence be detected by comparing \( \text{Tr} \left\{ \rho_{123\ldots n}^2 \right\} \) with any other \( \text{Tr} \left\{ \rho_B^2 \right\} \) or \( \text{Tr} \left\{ \rho_{(k)}^2 \right\} \). This can be compared with (linear) entanglement witnesses, where different states often require different witnesses. From the Schmidt decomposition of any pure state into two disjunct subsystems \( A \) and \( B \) with \( A \cup B = \{1,2\ldots n\} \), we find \( \text{Tr} \left\{ \rho_A^2 \right\} = \text{Tr} \left\{ \rho_B^2 \right\} \) and hence
\[
\text{Tr} \left\{ \rho_{(k)}^2 \right\} = \text{Tr} \left\{ \rho_{(n-k)}^2 \right\} \text{ for all pure } \rho. 
\]

Mixed entangled states do not always violate Eqs. (4.1, 4.3), but since \( \text{Tr} \left\{ \rho_B^2 \right\} \) is continuous in \( \rho \) a sufficiently small amount of noise added to a pure entangled state will leave it still violating the inequalities. In the examples studied in this paper the noise level at which the inequalities no longer detect entanglement is a large fraction of the level at which entanglement ceases to be present. The permissible range of values for the purities of any state \( \rho \) is

\[
2^{-k} \leq \text{Tr} \left\{ \rho_B^2 \right\} \leq 1 \
\]

where \( k = |B| \). The minimum is attained by the maximally mixed state \( \rho = 2^{-n}I \) (with \( I \) the identity operator) and the maximum by any pure product state.

States which are locally equivalent have the same purities, which makes sense for an entanglement test as local unitaries cannot create or destroy entanglement.

This can be used to test for entanglement across a given partition as well as for any entanglement, because \( \text{Tr} \left\{ \rho_B^2 \right\} < \text{Tr} \left\{ \rho_{A\cup B}^2 \right\} \) always indicates that \( B \) is entangled with \( A \), whatever other entanglement might also be present.

### 4.1.2 Pairwise beamsplitter

The reduced purities \( \text{Tr} \left\{ \rho_A^2 \right\} \) are nonlinear functions of the density matrix \( \rho \) and hence not the expectation of any single copy observables. However, as noted in Sec. 3.2.6, they are linear functions of the two-copy density matrix \( \rho \otimes \rho \) and hence the expectation of an observable on two copies, namely the
swap operator $V_A$ which swaps subsystems in the set $A$ between the two copies:

\[ \text{Tr} (V_A \rho \otimes \rho) = \text{Tr} (\rho_A^2). \quad (4.5) \]

$V_A$ is the difference of the symmetric and antisymmetric projectors, $V_A = (\mathbb{I} + V_A)/2 - (\mathbb{I} - V_A)/2$. If the subsystems are identical bosonic qubits, these can be measured with a 50:50 beamsplitter between corresponding sites in the two copies (Fig. 4.1a). Consider first the case where $A$ is a single qubit $\{j\}$. On applying the beamsplitter, symmetric states bunch, that is both qubits go into the same site, while antisymmetric states do not [29] (for details see Sec. 4.6). In photons this is called Hong-Ou-Mandel interference [122]. Two qubits in column $j$ and in state $\rho_j \otimes \rho_j$ will thus end up in the same site (which we denote by $+$) or in different sites ($-$) with probabilities

\[ P_{\pm}^{(j)} = \frac{1}{2} \text{Tr} \{ (\mathbb{I} \pm V_j) \rho_j \otimes \rho_j \} = \frac{1}{2} \pm \frac{1}{2} \text{Tr} \{ \rho_j^2 \}. \quad (4.6) \]
Here $S_\pm = (\mathbb{I} \pm V_j)/2$ are the symmetric and antisymmetric projectors for site $j$. By distinguishing doubly occupied sites from singly occupied ones we can thus determine the purity of $\rho_j$. This has been used to measure the purity of photons [123].

For $n$ qubits, the probability of a given combination of symmetric and antisymmetric projections is given by [29]

$$P_{\pm_1 \pm_2 \ldots \pm_n} = \text{Tr} \left\{ \prod_{i=1}^{n} \frac{\mathbb{I}_i \pm_i V_i}{2} \rho_{12\ldots n} \otimes \rho_{12\ldots n} \right\}$$

$$= \sum_{B \subset \{1,\ldots,n\}} \left( \prod_{i \in B} \pm_i \right) \text{Tr} \left\{ \rho_B^2 \right\}, \quad (4.7)$$

where the second equality follows from expanding the product and using $V_B = \prod_{i \in B} V_i$ and Eq. (4.5). Inverting the linear equation Eq. (4.8), we find that

$$\text{Tr} \left\{ \rho_B^2 \right\} = P(j_B \text{ even}) - P(j_B \text{ odd}) = 1 - 2P(j_B \text{ odd}), \quad (4.9)$$

which makes sense as a product of symmetric and/or antisymmetric states is symmetric overall if it contains an even number of antisymmetric states and antisymmetric if it contains an odd number.

Since this scheme does not require any interaction between the qubits, it will probably be easier to implement than the scheme of [124], which would require controlled-swap gates. It has been successfully implemented in photons for $n = 2$ [125].
4.1.3 Examples

We now apply the above method to two families of states, macroscopic superposition states and cluster-like states.

Macroscopic superposition states

Macroscopic superposition states $|\gamma_n\rangle$ defined by

$$|\gamma_n\rangle = \frac{|0\rangle^n + (\gamma |0\rangle + \sqrt{1-|\gamma|^2} |1\rangle)^n}{\sqrt{2 + \gamma^n + \bar{\gamma}^n}},$$ (4.10)

with a single complex parameter $\gamma$ satisfying $|\gamma| \leq 1$ arise naturally in several systems such as BECs [126] and superconductors [127]. The quantity $n(1 - |\gamma|^2)$ has been suggested as a measure of the effective size of the state, as in some respects $|\gamma_n\rangle$ is equivalent to a cat state of $n(1 - |\gamma|^2)$ particles [128]. The purities of $|\gamma_n\rangle$ are given by

$$\text{Tr} \{ \rho_B^2 \} = \frac{2 + 2\gamma^k\bar{\gamma}^k + 2\gamma^{n-k}\bar{\gamma}^{n-k} + 4\gamma^n + 4\bar{\gamma}^n + \gamma^{2n} + \bar{\gamma}^{2n}}{(2 + \gamma^n + \bar{\gamma}^n)^2},$$ (4.11)

where $k = |B|$. These purities violate Eq. (4.1), showing that $|\gamma_n\rangle$ is entangled, for all $|\gamma| < 1$ and measuring the purities allows determining $\gamma$. For $\gamma = 0$ the state $|\gamma_n\rangle$ is a cat state, which is pure (Tr $\{\rho^2\} = 1$) while all its subsets have purity Tr $\{\rho_B^2\} = 1/2$. Up to local unitaries it is the only state with these purities, so can be unequivocally identified by our test.

We demonstrate the effect of noise on our method by considering dephasing noise which is one of the dominant noise mechanisms in optical lattices. Other forms of noise, such as bit flip noise or depolarising noise, can be
treated similarly. We assume the dephasing noise to act independently on each qubit $\rho_j$ mapping its state according to $\rho_j \rightarrow (1 - d/2)\rho_j + (d/2)\sigma_z \rho_j \sigma_z$, where $0 \leq d \leq 1$ is the strength of the decoherence and $\sigma_z$ is a phase flip applied to qubit $j$. Thus a state $\rho$ is transformed by the dephasing map according to

$$
\rho \rightarrow \sum_A \left(1 - \frac{d}{2}\right)^{|A|} \left(\frac{d}{2}\right)^{|A|} \left(\prod_{j \in A} \sigma_z \right) \rho \left(\prod_{j \in A} \sigma_z \right),
$$

(4.12)

where $A$ is the set of qubits which undergo a phase flip. Applying the map Eq. (4.12) to the cat state $\ket{\gamma = 0}_n$ we find for the resulting density operator

$$
\rho = \frac{1}{2} \left(\ket{0}^n \bra{0}^n + \ket{1}^n \bra{1}^n\right) + \frac{(1 - d)^n}{2} \left(\ket{0}^n \bra{1}^n + \ket{1}^n \bra{0}^n\right),
$$

(4.13)

and thus $\text{Tr} \{\rho^2\} = (1 + (1 - d)^{2n})/2$ while $\text{Tr} \{\rho_B^2\} = 1/2$ for all subsets $B$. Therefore entanglement is detected whenever it is present. This is not generally the case as can easily be seen by looking at a Werner state $\rho = (1 - d)\ket{\gamma = 0}_n \bra{\gamma = 0}_n + 2^{-n}d \mathbb{I}$ for which entanglement is detected if $d < 1 - (2^{n-1} + 1)^{-1/2}$. However, e.g. in the case $n = 2$ this state is entangled iff $d < 2/3$ [68], while our test works only for $d < 1 - 1/\sqrt{3}$.

Cluster-like states

Cluster and graph states are multipartite entangled states which form the basic building blocks of the one-way quantum computer [21]. We consider
Figure 4.2: Effect of varying $\phi$ on $\text{Tr} \, \{ \rho_B^2 \}$ where $B$ is any one atom not at an end (dotted), any two atoms not at ends and with at least two others between them (dashed), any two or more consecutive atoms not including an end (dash-dotted), any one or more consecutive atoms including one end (solid). These purities are independent of $n$. Examples of such subsets (for $n \geq 6$) are $B = \{2\}, \{2, 5\}, \{2, 3, 4, 5\}, \{1, 2, 3, 4, 5\}$ respectively. Since these are in increasing order, the state is entangled if the purities are not in decreasing order, that is for all $\phi$ except integer multiples of $2\pi$.

cluster-like states $|\phi_n\rangle$ defined by

$$|\phi_n\rangle = \frac{1}{\sqrt{2^n}} \prod_{j=1}^{n} (|0\rangle_j e^{i\phi \sigma_z} |1\rangle_j + |1\rangle_j) = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} e^{i \phi c(x)} |x\rangle, \quad (4.14)$$

where $c(x)$ is the number of occurrences of the sequence 01 in the $n$-bit binary number $x$. These states have already been created in optical lattices [12] and represent a cluster state for $\phi = \pi$. Current methods for detecting them essentially perform a tomographic measurement of the average single particle density matrix, which goes from pure $(|0\rangle + |1\rangle)(\langle 0 | + \langle 1 |)/2$ at $\phi = 0$ to maximally mixed $I/2$ at $\phi = \pi$ and back again at $\phi = 2\pi$. This method thus yields one measurement $\text{Tr} \, \{ \rho_{(1)}^2 \}$ relating to entanglement and two measurements relating to local unitaries.
Our network permits the measurement of further correlations and it does not need the assumption that all atoms have the same single particle density matrix. It therefore allows a better characterization of $|\phi_n\rangle$. For any $\phi$ which is not an integer multiple of $2\pi$, $|\phi_n\rangle$ is a pure state with no separable subsystems, and hence for any subset $B$ we have $\text{Tr} \{\rho_B^2\} < 1 = \text{Tr} \{\rho^2\}$ as can be seen from Fig. 4.2. For creating the states $|\phi_n\rangle$ each qubit only needs to interact with their two nearest neighbours except for the two extremal atoms 1 and $n$ which will interact with only their one neighbour [21, 12]. Because of this the reduced purity of a subset $B$ is determined by the boundary between it and the rest of the system. Subsets of different sizes but with the same boundary structure have the same purity. Several examples of these purities are shown in Fig. 4.2 as a function of $\phi$. For example, all sets of two or more adjacent atoms, located anywhere in the row that do not include either extremal atom have the same purity $(1 + \cos^2(\phi/2))^2/4$ (dash dotted curve in Fig. 4.2) which is independent of $n$. The degree of violation of Eq. (4.1) varies smoothly with $\phi$ and measuring the various different purities allows to determine $\phi$ (up to its sign).

4.2 Realisation in optical lattices

In this section we describe a possible realisation of the above scheme in an optical lattice.

We use the usual quantum computing lattice (Sec. 2.4), that is a 3D lattice sufficiently deep to be in the one atom per site Mott insulator state with negligible hopping, and using two hyperfine internal states of the atoms
as the qubit states [63]. We then create copies of the state $\rho_{12...n}$ to be tested in adjacent rows (or planes) of the lattice (Fig. 4.1a), by any method that does not create correlations between different copies, for example cold controlled collisions for a 1D or 2D cluster state [12]. We denote the two copies between which we are to perform a beamsplitter by $I$ and $II$, and denote the qubits within a state by 1 to $n$. We denote the creation operators by $(a_l^{(j)})^\dagger|\text{vac}\rangle \equiv |0\rangle_l^j$ and $(b_l^{(j)})^\dagger|\text{vac}\rangle \equiv |1\rangle_l^j$, where $l \in \{I, II\}$ labels the copy ($x$ coordinate) and $j \in \{1, \ldots, n\}$ labels the qubit ($y$ and/or $z$ coordinate).

### 4.2.1 The pairwise beam splitters

The hopping term $-J_x(a_l^\dagger a_{l+1} + b_l^\dagger b_{l+1} + \text{h.c.})$ of the Bose Hubbard Hamiltonian is equivalent to a beamsplitter when applied for an appropriate time, and can easily be turned on by reducing the laser intensity and hence lattice depth in the $x$ direction. However, this would produce a beamsplitter between every pair of adjacent rows: not only between our two copies $I$ and $II$, but between them and the copies (or lack thereof) in the rows on either side.

To obtain the pairwise beamsplitter we need, we can use a period 2 superlattice [64], which lowers the barrier between rows $I$ and $II$ to permit hopping, while retaining the high barriers around the sides (Fig. 4.1b). This then gives the required hopping term $H_{\text{BS}}$ with each site coupled to only one of its neighbours, corresponding to a pairwise beamsplitter. Some on-site repulsion $U$ will remain, and the total Hamiltonian is hence $H = H_{\text{BS}} + H_U$. 
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where

\[
H_{BS} = -J \sum_{j=1}^{n} (a_I^{(j)\dagger} a_{II}^{(j)} + b_I^{(j)\dagger} b_{II}^{(j)}) + \text{h.c.},
\]

\[
H_U = \sum_{l=I,II} \sum_{j=1}^{N} \frac{U}{2} a_l^{(j)\dagger} a_l^{(j)} + \frac{U}{2} b_l^{(j)\dagger} b_l^{(j)} + U b_l^{(j)\dagger} a_{II}^{(j)} a_I^{(j)},
\]

where \(J\) is the hopping matrix element and \(U\) is the onsite interaction energy. The ratio \(U/J\) can be varied by changing the intensity of the main lattice and/or superlattice lasers, which can be done much faster than the dynamical timescales \(1/J, 1/U\).

The 50:50 pairwise beamsplitter is perfectly realised in the noninteracting limit \(U = 0\) by applying \(H_{BS}\) for a time \(t_{bs} = \pi/(4J)\) (for details see Appendix 4.6). However, in practice it is impossible either to control \(J\) perfectly accurately or to completely turn off the interaction \(U\). The antisymmetric component never bunches as long as the potential remains symmetric, as bosonic symmetry forbids this, but the symmetric component can fail to bunch. The probability \(q_{bs}\) of this is given by

\[
q_{bs} \approx \frac{\pi^2}{8} \left(\frac{\delta J}{J}\right)^2 + \frac{1}{16} \left(\frac{U}{J}\right)^2,
\]

where \(\delta J\) is the error in \(J\) (for details see Appendix 4.6). If the fluctuations \(\delta J\) occur from run to run rather than from site to site \(q_{bs}\) can be interpreted as a statistical random variable. We will discuss how to correct this error in Sec. 4.4.
4.2.2 Measuring the lattice site occupation

One way to distinguish singly from doubly occupied sites is to induce rapid two-atom loss using a Feshbach resonance [129], wait long enough for this to empty the doubly occupied sites, then count the remaining atoms.

A single Feshbach resonance will cause the loss of either $|aa\rangle$, $|ab\rangle + |ba\rangle$, or $|bb\rangle$. ($|ab\rangle - |ba\rangle$ is forbidden by bosonic symmetry.) Hence, in order to empty doubly-occupied sites in all three states, we can either turn on consecutively three separate Feshbach resonances, or change the internal state of the pairs of atoms during the loss process using an appropriate sequence of microwave or Raman laser pulses. Even if three resonances are experimentally accessible, the latter might yield better results as we can choose the resonance with the best ratio of two-atom to single-atom loss. To ensure equal loss probabilities for all initial doubly occupied states (which will be important when we later come to correcting for incomplete loss), and avoid the need for precise control, we can use a large number of pulses of random relative phase and approximate area $\pi/2$ each, at equal intervals.

Each initial state then spends $1/3$ of the time in the resonant state, and the probability of failing to lose a pair of atoms occupying the same site is hence $q_l = \exp(-t_l/3\tau_d)$, where $t_l$ is the total duration of the sequence and $\tau_d$ the two-atom loss time constant. This method will not be perfect since single particles are also lost from the system with some time constant $\tau_s$ and hence $t_l$ cannot be chosen arbitrarily large. The probability of losing a single particle is $p_l = 1 - \exp(-t_l/\tau_s)$ where $\tau_s \gg \tau_d$. Both $p_l$ and $q_l$ are error probabilities, so the choice of $t_l$ is a compromise between the two; their
The interaction-difference phase that formed the main experiment of [129] is another possibility, but was designed for measuring interaction parameters and for our purpose would appear to add unnecessary complication.

Having done this, we then need to count the remaining atoms. Unambiguous entanglement detection requires single atom counting, using for example cavity enhanced emission [130], though we will see in the next section that it does not require any spatial resolution of the lattice sites. Rough estimates such as from a simple image are however sufficient for state parameter estimation (Sec. 4.5).

### 4.3 Entanglement detection without spatial resolution

We assume in this section that we can accurately count the total numbers of singly/doubly occupied sites but that we cannot know their locations. We show that this information is sufficient to measure $\text{Tr} \{ \rho_{(k)}^2 \}$, and hence detect entanglement via violation of Eq. (4.3).

The probabilities $P(j)$ of measuring $j$ singly occupied sites in one row ($2j$
single atoms in total) are given by

\[
P(j) = \sum_{|A|=j} \frac{1}{2^n} \sum_B (-1)^{|A\cap B|} \text{Tr} \left\{ \rho_B^2 \right\}
\]

\[
= \frac{1}{2^n} \sum_{k=0}^{n} \binom{n}{k} \text{Tr} \left\{ \rho^2_{(k)} \right\} \sum_l \binom{k}{l} \binom{n-k}{j-l} (-1)^l,
\]

where the summation indices are \(k = |B|, \ l = |A \cap B|, \ j = |A|, \) and \(A\) is the set of singly occupied (antisymmetric) sites. We form the generating function

\[
\sum_{j=0}^{n} x^j P(j) = \frac{1}{2^n} \sum_{k=0}^{n} \binom{n}{k} \text{Tr} \left\{ \rho^2_{(k)} \right\} (1-x)^k (1+x)^{n-k}
\]

\[
= \left( \frac{1+x}{2} \right)^n \sum_{k=0}^{n} \binom{n}{k} \text{Tr} \left\{ \rho^2_{(k)} \right\} \left( \frac{1-x}{1+x} \right)^k
\]

and let \(y = (1-x)/(1+x)\), to obtain

\[
\sum_{j=0}^{n} (1-y)^j (1+y)^{n-j} P(j) = \sum_{k=0}^{n} y^k \binom{n}{k} \text{Tr} \left\{ \rho^2_{(k)} \right\}, \quad (4.18)
\]

from which we find

\[
\text{Tr} \left\{ \rho^2_{(k)} \right\} = \left[ \binom{n}{k} \right]^{-1} \sum_{j=0}^{n} P(j) \sum_l \binom{j}{l} \binom{n-j}{k-l} (-1)^l. \quad (4.19)
\]

Therefore, although we cannot determine the purity of a given subset of the row of atoms, we can still determine average purities associated with subsets of atoms of a given size by measuring \(P(j)\). We will prove later (see Eq. (4.26)) that the accuracy in finding \(P(j)\) (and hence number of experimental runs) required for obtaining a given accuracy of \(\text{Tr} \left\{ \rho^2_{(k)} \right\}\) has
Figure 4.3: $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ against $k$ (left) and $P(j)$ against $j$ (right) for $n = 10$. (a) Classically correlated state $\rho = (|0\rangle^n \langle 0|^n + |1\rangle^n \langle 1|^n)/2$. (b) Cat state $(\gamma = 0)_{10}$. (c) Cluster state $(\phi = \pi)_{10}$. (d) Same as (c) with 10% dephasing decoherence.

an upper bound independent of $n$ and $k$ if no errors are present. The network is thus efficient in detecting the presence of entanglement in all pure (and some mixed) entangled states via the violation of Eq. (4.3). In comparison, state tomography and most entanglement witnesses do not work without spatial resolution.

In Fig. 4.3 we show the probabilities $P(j)$ and the resulting average purities for a variety of different states. For a classically correlated state shown in Fig. 4.3a the values of $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ are monotonically decreasing with $k$ showing that Eq. (4.3) is not violated. The maximally entangled state shown in
Fig. 4.3b has the characteristic that $\text{Tr} \left\{ \rho_k^2 \right\} = 1/2$ for $0 < k < n$ while $\text{Tr} \left\{ \rho_n^2 \right\} = 1$ and thus the inequalities are violated in this case. The cluster state shown in Fig. 4.3c violates the inequalities for all $j > n/2$ and therefore its entanglement is detected. Finally, in Fig. 4.3d we show a noisy cluster state which was affected by phase noise acting independently on each atom [131]. It can clearly be seen that decoherence reduces the violation of the inequalities but that entanglement is detectable for small amounts of noise.

We will now study how the working of the network is affected by experimental errors. In particular we will estimate how many runs are necessary to obtain the probabilities $P(j)$ with sufficient accuracy in the presence of errors.

### 4.4 Effects of experimental error

The errors introduced in Sec. 4.2 affect the ability to find the purities $\text{Tr} \left\{ \rho_B^2 \right\}$ as well as the average purities $\text{Tr} \left\{ \rho_k^2 \right\}$ associated with $\rho_{12...n}$. All of these errors are of one of two mathematical kinds: extra pairs of atoms and missing single atoms. We call these two errors “beam-splitter” and “detector” error respectively. Their respective probabilities $q = q_{bs} + q_l$ and $p = p_d + p_l$ are understood to include also errors occurring while particles are lost from doubly occupied sites. The relationship Eq. (4.9) between the purities of $\rho_B$ and the probabilities of an even/odd number $j_B$ of singly occupied sites in $B$ indicates that an experimental error, occurring with probability $p$ per site, changes the result $\text{Tr} \left\{ \rho_B^2 \right\}$ by $O(|B|p)$ if we do not attempt to correct for it. This renders the measured results totally meaningless as soon as
\(|B|p \sim 1\), because the purity of any given state \(\rho_B\) is smaller or equal to one. However certain types of error, including the BS and detector errors, can be corrected by a suitable modification of the formulas Eqs. (4.9, 4.19) yielding \(\text{Tr}\ \{\rho_B^2\}\) and \(\text{Tr}\ \{\rho_{(k)}^2\}\). This correction eliminates systematic errors, making \(\text{Tr}\ \{\rho_B^2\}\) and \(\text{Tr}\ \{\rho_{(k)}^2\}\) correct on average, but tends to amplify the random errors that are inevitable in measuring probabilities using a finite number of experimental runs. These random errors can in principle be made arbitrarily small for any \(p, q < 1\) by increasing the number of runs, but in practice there is a limit because, as we will show, the number of runs required scales approximately exponentially in \(|B|p\). We will now investigate the effects of these errors on the performance of the entanglement detection network both without and with spatial resolution.

### 4.4.1 Without spatial resolution

We assume the probabilities \(p\) and \(q\) to be the same for all \(2n\) lattice sites and in the case of \(q\) for all symmetric atom pair states \(|aa\rangle, |bb\rangle\) and \(|ab\rangle + |ba\rangle\). Errors at different lattice sites are assumed to be uncorrelated as they are caused by random processes occurring at the level of individual atoms or same-site pairs.
Beam splitter error

Let $P_{\text{exp}}(i)$ be the probability of detecting $i$ atoms in an experimental run. If only BS errors are present this probability is given by

$$P_{\text{exp}}(2i) = \sum_{j=0}^{i} P(j) \binom{n-j}{n-i} q^{i-j} (1-q)^{n-i}, \quad (4.20)$$

where the factor two in $P_{\text{exp}}(2i)$ accounts for $P(j)$ being the probability of having $j$ antisymmetric pairs. We can use generating functions to invert Eq. (4.20)

$$\sum_{i=0}^{n} x^i P_{\text{exp}}(2i) = \sum_{j=0}^{n} P(j)x^j (1-q+qx)^{n-j}, \quad (4.21)$$

leading to

$$P(j) = \sum_{i=0}^{j} \binom{n-i}{n-j} (-q)^{i-j} (1-q)^{n-i} P_{\text{exp}}(2i). \quad (4.22)$$

We now apply Eq. (4.22) to a subsystem $B$ and substitute this into Eq. (4.9), giving

$$\text{Tr} \{ \rho_B^2 \} = \sum_{i_B=0}^{k} \left( \frac{1+q}{1-q} \right)^{k-i_B} (-1)^{i_B} P_{\text{exp}}(2i_B), \quad (4.23)$$

where $i_B$ refers to the number of atoms detected in $B$. This expression is then averaged over all $B$ of size $|B| = k$ to give

$$\text{Tr} \left\{ \rho_{(k)}^2 \right\} = \sum_{i=0}^{n} A_{ki} P_{\text{exp}}(2i), \quad (4.24)$$

with

$$A_{ki} = \binom{n}{k}^{-1} \sum_{l=0}^{k} (-1)^l \left( \frac{1+q}{1-q} \right)^{k-l} \binom{i}{l} \binom{n-i}{k-l}. \quad (4.25)$$

Hence, using Eq. (4.25) instead of Eq. (4.19) corrects all the systematic
error caused by an imperfect BS. We are still left with the inherent random error associated with the measurement of the probabilities $P_{\exp}(2i)$, which is reduced by increasing the number of experimental runs.

Because of this random error the estimate of $\overline{\text{Tr} \{ \rho_{\ell(k)}^2 \}}$ obtained from $N$ experimental runs (each using one pair $\rho \otimes \rho$) has the correct mean but a nonzero standard deviation $\sqrt{V_k/N}$, where this defines $V_k(p,q,\rho)$; hence $O(V_k)$ runs are necessary for meaningful results. Note that in general $V_k > 0$ even when $p = q = 0$, as it includes the inherent quantum uncertainty as well as that added by experimental error. In the case of BS error

$$V_k = \sum_i P_{\exp}(i)A_{ki}^2 - \left( \overline{\text{Tr} \{ \rho_{\ell(k)}^2 \}} \right)^2 < \max_i (A_{ki}^2)$$

$$\leq \left( \frac{1 + q}{1 - q} \right)^{2k} \approx e^{4kq},$$

where the approximation is valid for $k \gg 1, q \ll 1$. The bound Eq. (4.26) proves that the number of runs required to obtain meaningful estimates of $\overline{\text{Tr} \{ \rho_{\ell(k)}^2 \}}$ is reasonable for $k \lesssim 1/q$, however large $n$ is.

We numerically computed the worst case by maximizing $V_k$ with respect to $\overline{\text{Tr} \{ \rho_{\ell(k)}^2 \}}$ subject only to Eq. (4.4) and compare it to cluster states $| (\phi = \pi)_{n} \rangle$ in Fig. 4.4. The results confirm the analytically found exponential increase of $V_k$ with $q$ in the worst case. For the cluster state $V_k$ increases only slowly with $q$ for small $k \leq 1/q$ while for $k \gtrsim 1/q$ we find approximately exponential growth of $V_k$ with $q$. We also computed the variances for cat states and found that they are quite close to the worst case shown in Fig. 4.5a. Therefore one may in an experiment generally not expect the
variances $V_k$ to be much smaller than our worst case results. Thus only BS errors up to $q = 1/k$ are acceptable and yield reliable results in a reasonable number of runs for all $0 \leq k \leq n$. However, as shown in Fig. 4.5 for $q = 1/k$, the average purities with $k \ll n$ will be determined much more accurately than those with $k \approx n$ and should thus be preferentially used for determining parameters characterizing the measured state.

We finally note that if $J$ is fluctuating from run to run and $q_{bs}$ hence becomes a random variable error correction is still possible. In this case we have to replace Eq. (4.20) by

$$
P_{\text{exp}}(2i) = \sum_{j=0}^{i} P(j) \binom{n-j}{n-i} \times \int dJ f(J) q(J)^{i-j} (1 - q(J))^{n-i}, \quad (4.27)$$

where $f(J)$ is the probability density function of $J$ and $q(J)$ denotes the BS error as a function of $J$. The resulting system of linear equations Eq. (4.27)

Figure 4.4: Variance $V_k$ against BS error, for $k = 1$ (dotted), $k = 4$ (short dashed), $k = 7$ (long dashed), $k = 11$ (dash-dotted), $k = 15$ (solid) curve, and $n = 15$. (a) shows the result for the worst case and (b) for a cluster state.
Figure 4.5: Worst case variance against $n$ with BS error $q = 1/k$, for $k = 2$ (diamonds), $k = 4$ (triangles), $k = 7$ (hollow squares), $k = n$ (solid squares). The dotted horizontal line is the analytic bound $V_k \leq \exp(4kq)$. The solid curves are drawn to guide the eye.

can be treated using the methods introduced above.

**Detector error**

We now assume that only detector errors are present and each atom has a probability $p$ of failing to be detected. In this case $P_{\text{exp}}(i)$ is related to $P(j)$ via

$$P_{\text{exp}}(i) = \sum_{j=i/2}^{n} P(j) \binom{2j}{i} p^{2j-i}(1-p)^i. \quad (4.28)$$

We can again solve this equation by methods similar to those used in Sec. 4.4.1, but this time it is not a true inverse because the system is over-determined: the observed number of atoms $i$ can be either odd or even, but the true number $2j$ is always even. We obtain

$$P(j) = \sum_{i=2j}^{n} \binom{i}{2j} \frac{(-p)^{i-2j}}{(1-p)^i} P_{\text{exp}}(i), \quad (4.29)$$
where non-integer values of $j$ are discarded. By combining Eqs. (4.19, 4.29) we obtain $\text{Tr}\left\{\rho_{(k)}^2\right\}$ in terms of $P_{\exp}(i)$. For the remaining random error measured by $V_k$ we obtain the upper bound

$$V_k \leq \left(\frac{1+p}{1-p}\right)^{4n} \approx e^{8np}. \quad (4.30)$$

Numerical calculations for $n \leq 15$ confirm this exponential growth of $V_k$ with $np$ at $np \sim 1$. The results are shown in Fig. 4.6. This time, however, $V_k$ is typically much smaller than the analytic bound, e.g. for the $n = 15$ cluster state, fitting $V_k \propto \exp(\beta np)$ gives $\beta \approx 2$. However, the exponential growth with $n$ implies a practical limit of $n \sim 1/p$ for any $k$ contrary to the case of BS errors.

This scaling can be improved by using the least squares method to handle the over-determined linear system of equations Eq. (4.28). We do not have an analytic bound analogous to Eq. (4.30) for the least squares method,
but numerical calculations for the cluster state and the worst case result in significantly lower values for $V_k$ than those obtained from Eq. (4.29). Most importantly, as shown in Fig. 4.7, it appears that the scaling of $V_k$ becomes exponential in $kp$, as in the case of BS errors, rather than $np$. This implies that an error of $p \lesssim 1/k$ is acceptable for obtaining meaningful estimates of $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ in a reasonable number of experimental runs.

In an actual experiment both BS and detector errors will be present, and first correcting for the detector error $p$ using Eq. (4.29), then substituting the resulting $P(j)$ for $P_{\text{exp}}(2j)$ in Eq. (4.25) to correct for the BS error $q$ yields a combined analytical error bound of

$$V_k \leq \left( \frac{1+p}{1-p} \right)^{4n} \left( \frac{1+q}{1-q} \right)^{2k} \approx e^{8np+4kq}. \quad (4.31)$$

According to our numerical results using the least squares method this bound can be improved requiring only $p, q \lesssim 1/k$ for obtaining sufficiently small
4.4.2 With spatial resolution

If spatial resolution is available then $\text{Tr} \{\rho_B^2\}$, not just its average $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ over all subsets $B$ of size $k$, becomes accessible to measurement. This allows us to do some state characterizations which would otherwise be impossible and also introduces extra redundancy. As we will show below this does not affect the tolerance to BS errors but we will find that the detector error tolerance improves to $p^2 \sim 1/|B|$. Imperfections in the spatial resolution, however, will lead to additional errors in determining $\text{Tr} \{\rho_B^2\}$.

Beam splitter error

The variance of $\text{Tr} \{\rho_B^2\}$ due to BS errors can be directly inferred from Eq. (4.23), where only the atoms in $B$ are counted. Using the same methods as in Sec. 4.4.1 we find an upper bound for $V_B$ (defined analogously to $V_k$) given by $V_B \leq ((1 + q)/(1 - q))^{2|B|} \approx \exp(4|B|q)$. The BS error tolerance (for fixed $k = |B|$) is thus independent of whether spatial resolution is available or not.

Detector error

The situation is different for the detector error. Each antisymmetric pair contains two atoms only one of which needs to be detected to know that it was antisymmetric. Therefore the effective error probability becomes $p^2$. 

errors.
The resulting formula is

\[
\text{Tr} \left\{ \rho_B^2 \right\} = \sum_{i=0}^{|B|} (-1)^i \left( \frac{1 + p^2}{1 - p^2} \right)^i P_{\text{exp}}^B(i),
\]

(4.32)

where \( P_{\text{exp}}^B(i) \) is the probability of measuring \( i \) antisymmetric sites in subset \( B \). The variance bound is given by \( V_B \leq \left( \frac{(1+p^2)/(1-p^2)}{2|B|} \right)^2 \approx \exp(4|B|p^2) \).

### 4.4.3 Imperfect spatial resolution

There is a new type of error to consider as the spatial resolution itself will not in practice be perfect. If we let \( f(x, y) \) be the probability of finding at position \( x \) a particle which is actually at position \( y \), then

\[
P_{\text{exp}}(A) = \sum_{i \in B} \sum_{\varsigma} \frac{1}{s(A)} \prod_{i=0}^k f(A_{\varsigma(i+k)}, B_i) f(A_{\varsigma(i)}, B_i) P(B),
\]

(4.33)

where \( A \) is the “set” (its elements are not necessarily distinct) of observed atom positions, and \( P_{\text{exp}}(A) \) is the experimental probability of observing atoms exactly at these positions \( A \). The set \( B \) denotes the antisymmetric sites and the probability of having antisymmetric sites at positions \( B \) is \( P(B) \), \( k = |B| = |A|/2 \), and \( \varsigma \) runs over all \((2k)!\) permutations of the \( 2k \) atoms in \( A \). The \( i \)-th element of \( B \) and \( A \) are written as \( B_i \) and \( A_i \), respectively. The symmetry factor \( s(A) \) stands for the number of permutations \( \varsigma \) which leave the ordered lists of atoms \( \{A_i\} \) invariant (e.g., \( s(\{1,1\}) = 2 \), \( s(\{1,2\}) = 1 \)), and is needed because our summation runs over different ordered lists \( \{A_i\} \) of the same set \( A \). This is an over-determined linear system, and just as in the case of detector error, we can either explicitly solve it by discarding some
Figure 4.8: Variance of $\text{Tr} \{\rho_B^2\}$ as a function of the standard deviation $\sigma$, for $B = \{2\}$ (dotted), $B = \{2, 3\}$ (dashed), $B = \{1, 3\}$ (dash-dotted), $B = \{1, 2, 3\}$ (solid), and $n = 4$. (a) and (b) are worst case variances while (c) and (d) are for a cat state. (a) and (c) each show four almost coincident curves obtained from Eq. (4.34) while (b) and (d) are found by the least squares method.

of the equations or apply the least squares method. As an explicit solution we can e.g. use

$$P(B) = \sum_{\{A_i\}} \frac{s(A)}{2^k} \left( \prod_{i=1}^{2k} f^{-1}(B_i, A_i) \right) P_{\exp}(A), \quad (4.34)$$

where we define $B_{k+i} \equiv B_i$. The sum runs over all ordered lists $\{A_i\}$ and $f^{-1}$ is the matrix inverse of $f$, that is $f^{-1}(y, x)f(x, z) = \delta_{xz}$.

As before by performing numerical calculations using the least squares method we find much lower variances than with Eq. (4.34). An example is shown in Fig. 4.8 where we plot the variance of $\text{Tr} \{\rho_B^2\}$ due to a Gaussian.
position error of the form

\[ f(x, y) = \frac{1}{\sqrt{2\pi\sigma}} \int_{x-\lambda/4}^{x+\lambda/4} dz \exp[-(z - y)^2/(2\sigma^2)] \]  

(4.35)

where \( \sigma \) is the standard deviation and \( \lambda \) is the wave length of the laser creating the optical lattice. The corresponding lattice spacing is \( \lambda/2 \). The results obtained from Eq. (4.34) shown in Fig. 4.8a, c require a resolution of \( \sigma \lesssim \lambda/2 \) whereas the least squares method shown in Fig. 4.8b, d yields reasonable variances \( V_B \) for spatial resolutions up to \( \sigma \lesssim 3\lambda/2 \). However, due to the exponentially large number of possibilities for \( A \) the least squares calculation becomes intractable for large \( n \).

4.5 State parameter estimation

Because of the large number of particles typically present in an optical lattice, and the lack of spatial resolution to allow them to be divided into smaller groups, achieving the \( 1/p, 1/q \gtrsim k \sim n \) typically required for entanglement detection will probably be difficult. In this section we consider what can still be done with our scheme if this is not possible.

The \( n \) measurable quantities \( \text{Tr} \left\{ \rho^2_{(k)} \right\} \), \( k = 1, \ldots, n \) do not provide us with enough information to determine an arbitrary state \( \rho \). However, if it may be assumed that the state \( \rho \) is of a known form with less than \( n \) unknown parameters, it is often possible to determine these parameters from \( \text{Tr} \left\{ \rho^2_{(k)} \right\} \).

In general this requires only as many \( \text{Tr} \left\{ \rho^2_{(k)} \right\} \) as there are parameters to be determined, making state parameter estimation possible when the noise
level is too high to reach the $k \sim n$ often required for entanglement detection without spatial resolution.

Even just $\text{Tr} \left\{ \rho_{(1)}^2 \right\}$, which requires only a crude atom number measurement with perhaps far from single atom resolution, is enough to estimate a single state parameter. Furthermore, if a collapse and revival of it is seen this is strong evidence of entanglement, though not an unambiguous detection as it assumes the decoherence is of a form that cannot increase purity (for example, dephasing or depolarising, but not spontaneous emission). This is similar to the tomographic measurement of $\rho_{(1)}$ used in [12], but not equivalent to it: purity is nonlinear, so $\text{Tr} \left\{ \rho_{(1)}^2 \right\}$ and $\text{Tr} \left\{ (\rho_{(1)})^2 \right\}$ are not the same thing. $\text{Tr} \left\{ \rho_{(1)}^2 \right\}$ works for any reversibly prepared entangled state, while $\text{Tr} \left\{ (\rho_{(1)})^2 \right\}$ works only for states where each qubit has the same single qubit density matrix.

We demonstrate state parameter estimation by considering macroscopic superposition states $|\gamma_n\rangle$ and cluster-like states $|\phi_j\rangle$ introduced in Sec. 4.1.3. Finally, we will also look at product states of states of subsystems containing several atoms.

### 4.5.1 Macroscopic superposition states

Because the state $|\gamma_n\rangle$ is totally symmetric the individual purities given in Eq. (4.11) only depend on the size of the subsystem $k = |B|$ and thus $\text{Tr} \left\{ \rho_{(k)}^2 \right\} = \text{Tr} \left\{ \rho_B^2 \right\}$. Hence, from the knowledge of $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ we can determine the value of $\gamma$ which in principle only requires two of the purities. The remaining equations allow a partial check of the assumption that the
Figure 4.9: Average purities $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ ($k = 1$ dotted curve, $k = 2$ dashed curve, $k = 3$ dash-dotted curve, $k = 7$ solid curve) for the state $|\phi_{n=15}\rangle$. Since all states are pure we have $\text{Tr} \left\{ \rho_{(k)}^2 \right\} = \text{Tr} \left\{ \rho_{(n-k)}^2 \right\}$.

measured state indeed has the form $|\gamma_n\rangle$.

4.5.2 Cluster states

The states $|\phi_n\rangle$ are parameterized by the entangling phase $\phi$. The average purities as a function of $\phi$ are depicted in Fig. 4.9. For any value of $0 < \phi < 2\pi$ the states violate the inequalities Eq. (4.3). The degree of violation increases with $\phi$ until $\phi = \pi$ where the state is a cluster state and the degree of violation is a maximum. If $\phi$ is increased further the state again approaches a product state and the degree of violation of the inequalities correspondingly decreases. Hence, from experimentally measured $\text{Tr} \left\{ \rho_{(k)}^2 \right\}$ one can determine the phase $\phi$ up to its sign. Again the over determined system ($n$ equations for one unknown $\phi$) provides a check on how well the state fits the assumed form $|\phi_n\rangle$.

The effect of dephasing according to the map Eq. (4.12) on a cluster
Figure 4.10: Effect of dephasing noise on the $n = 15$ cluster state, $k = 1$ (dotted), $k = 2$ (short dashed), $k = 8$ (long dashed), $k = 14$ (dash-dotted), $k = 15$ (solid).

state is shown in Fig. 4.10. The average purities decrease with increasing noise level $d$. Entanglement is certainly present and in principle detectable by our method as long as the $\text{Tr}\{\rho^2_{(k)}\}$ are not in descending order, in the case shown in Fig. 4.10 up to $d \approx 0.45$. Again, the parameter $d$ can in principle be determined from measuring the average purities.

4.5.3 Products of entangled subsystem states

Finally we give an example of a class of states where even though $\rho$ is characterized by more than $n$ parameters, the associated average purities $\text{Tr}\{\rho^2_{(k)}\}$ only depend on $n$ parameters. Consider the case where $\rho$ is a product state of $L$ subsystems, $\rho = \otimes_{i=1}^{L} \rho_i$, with each subsystem $\rho_i$ composed of a known number $n_i$ of atoms. In this case we have

$$\text{Tr}\left\{\rho^2_{(k)}\right\} = \sum_{\{k_1,\ldots,k_L\}} \prod_i \binom{n_i}{k_i} \text{Tr}\left\{\rho^2_{(k_i)}\right\}. \quad (4.36)$$
Since there are $\sum_i n_i = n$ different $\text{Tr} \left\{ \rho_{i(k_i)}^2 \right\}$ in total, $\text{Tr} \left\{ \rho_{i(k)}^2 \right\}$ provides us with enough information to determine the average purities $\text{Tr} \left\{ \rho_{i(k_i)}^2 \right\}$ of every subsystem.

If any of the $\text{Tr} \left\{ \rho_{i(k_i)}^2 \right\}$ so calculated are outside the allowed range $2^{-k_i} \leq \text{Tr} \left\{ \rho_{i(k_i)}^2 \right\} \leq 1$ then we can conclude that the state is not of the assumed form. In particular, with $L = n/2$ and all $n_i = 2$ this is a test for multi-particle as opposed to two-particle correlations in a given state. However, this test cannot distinguish multi-particle entanglement from multi-particle classical correlation plus two-particle entanglement, and hence is only an entanglement test if the state is pure.

### 4.6 Details of the beam splitter operation

Since the BS only couples two lattice sites in rows I and II of each column (see Fig. 4.1) we consider a single such pair and omit the column superscript $j$ in this section. For $U = 0$, we obtain from the Heisenberg equations for the operators $\alpha = a, b$

\[
\begin{align*}
\alpha_I(t) &= \cos(Jt)\alpha_I - i\sin(Jt)\alpha_{II}, \\
\alpha_{II}(t) &= \cos(Jt)\alpha_{II} - i\sin(Jt)\alpha_I.
\end{align*}
\]

Hence, applying $H_{\text{BS}}$ for a time $t_{bs} = \pi/(4J)$ implements a perfect pairwise BS.

Initially the atom pair is in a state of the form $\rho \otimes \rho$, where $\rho$ is a single qubit state and hence has a spectral decomposition of the form $\rho =
Here $c^\dagger$, $d^\dagger$ are linear superpositions of $a^\dagger$, $b^\dagger$ with coefficients depending on $ho$. Therefore we can write

$$\rho \otimes \rho = \lambda_1 \lambda_2 \left( |c_I c_{Ii}⟩ ⟨c_I c_{Ii}| + |d_I d_{Ii}⟩ ⟨d_I d_{Ii}| \right)$$

which is a classical mixture of a symmetric state with probability $P_+ = 1 - \lambda_1 \lambda_2$ and an antisymmetric state with probability $P_- = \lambda_1 \lambda_2$. After the BS the resulting state $\rho' = \exp(iH_{BS}t)\rho \otimes \rho \exp(-iH_{BS}t)$ is given by

$$\rho' = \lambda_1^2 |\Phi_1⟩ ⟨\Phi_1| + \lambda_2^2 |\Phi_2⟩ ⟨\Phi_2|$$

+ $\lambda_1 \lambda_2 (|\Phi_3⟩ ⟨\Phi_3| + |\Phi_4⟩ ⟨\Phi_4|)$,

where $|\Phi_1⟩ = (c^\dagger_I c^\dagger_I + c^\dagger_{II} c^\dagger_{II}) |\text{vac}\rangle /2$, $|\Phi_2⟩ = (d^\dagger_I d^\dagger_I + d^\dagger_{II} d^\dagger_{II}) |\text{vac}\rangle /2$, $|\Phi_3⟩ = (c^\dagger_I d^\dagger_I + c^\dagger_{II} d^\dagger_{II}) |\text{vac}\rangle /\sqrt{2}$ are states with double occupancy in one row and an empty site in the other row while $|\Phi_4⟩ = (c^\dagger_I d^\dagger_I - c^\dagger_{II} d^\dagger_{II}) |\text{vac}\rangle /\sqrt{2}$ is a state with a singly occupied site in each row. Hence, after the BS we will find a doubly occupied site with probability $1 - \lambda_1 \lambda_2 = P_+$ while two singly occupied sites result with probability $\lambda_1 \lambda_2 = P_-$. However, in practice it is impossible to completely turn off the interaction $U$ which may result in a symmetric state failing to bunch. Let $|\Psi_s⟩$ be any symmetric state. Because $H_{BS} + H_U$ acts only on the row indices, not the internal (qubit) states, and is symmetric between the two rows, the only
possible non-bunched outcome is $|\Psi_s\rangle$ itself, so the probability $q_{bs}$ of failure to bunch is given by

$$q_{bs} = |\langle \Psi_s | e^{i(H_{BS}+H_U)t} | \Psi_s \rangle|^2$$

$$= \frac{16J^2}{16J^2 + U^2} \cos^2 \left( \sqrt{16J^2 + U^2}t_{bs} \right) + \frac{U^2}{16J^2 + U^2}. \quad (4.40)$$

The optimal choice for the BS time is $t_{bs} = \pi/\sqrt{16J^2 + U^2}$ for which $q_{bs} = U^2/(16J^2 + U^2)$. If the hopping term is not controlled perfectly accurately but fluctuates by $\delta J$ around a mean $J$ we set $t_{bs} = \pi/\sqrt{16J^2 + U^2}$ and obtain Eq. (4.16).
Chapter 5

Quantum Hall effect: review

In this chapter we review the fractional quantum Hall (FQH) effect, as observed for electrons in semiconductors, and as predicted for atoms in a rotating ultracold gas.

The fractional quantum Hall effect occurs in two-dimensional systems of interacting particles subjected to a strong perpendicular magnetic field, or a mathematical equivalent such as the Coriolis “force” from rotation, at simple rational values of the ratio of particles to flux quanta, $\nu \equiv \rho h/eB$ where $\rho$ is the 2D number density and $B$ the magnetic field strength. It has interparticle interaction as an essential component, which distinguishes it from the integer quantum Hall effect, which occurs at integer $\nu$ in fermions. Its ground state is strongly correlated, with an energy gap to its excitations, which have fractional particle number and fractional (anyonic) statistics. It is observed as plateaus in the Hall (transverse) conductivity, with quantised values $\nu e^2/h$, with the longitudinal conductivity simultaneously vanishing.
5.1 Physical realisations

5.1.1 Semiconductor system

The first [132], and so far the only, system in which the FQH effect has been experimentally observed is the depletion layer at a semiconductor surface, usually a GaAs/AlGaAs junction. The difference in Fermi energy between the two materials creates a narrow potential well at the surface, which makes the electron system effectively 2 dimensional as the quantum of excitation energy in the third dimension is much larger than the typical energy scale.

While this system has a crystal lattice, the lattice spacing is \( \sim 100 \) times smaller than the magnetic length scale \( \frac{1}{\sqrt{eB}} \) on which the quantum Hall physics takes place, so a continuum description using the effective mass is adequate (this is considered more rigourously in [133]). In this approximation its Hamiltonian is (in \( \hbar = 1 \) units)

\[
H = \int dxdy - \frac{1}{2m} \psi^\dagger(x,y) \left\{ \left( -i \frac{\partial}{\partial x} - 2eBy \right)^2 + \frac{\partial^2}{\partial y^2} \right\} \psi(x,y)
\]

\[
+ \psi^\dagger(x,y)(-eEy + V_{\text{noise}}(x,y)) \psi(x,y)
\]

\[
+ \int dXdY \psi^\dagger(x,y)\psi^\dagger(X,Y) \frac{e^2}{4\pi\epsilon r} \psi(x,y)\psi(X,Y),
\]

(5.1)

where \( r = \sqrt{(X-x)^2 + (Y-y)^2} \), \( \psi \) is the electron field operator, the magnetic field is \( B \) along the \( z \) axis and the electric field \( E \) along the \( y \) axis. As with any electromagnetic system, we have a choice of gauge; we here use Landau gauge, which is convenient for current flow along the \( x \) axis as it makes the \( x \) translation symmetry explicit. \( m \) is the effective electron mass,
the permittivity of the semiconductor, and $V_{\text{noise}}$ is a random noise term arising from the inevitable impurities and other imperfections in the crystal.

5.1.2 Rotating gas system

The fractional quantum Hall effect theoretically also occurs in a rotating ultracold atomic gas [58, 134], which has the Hamiltonian (also in $\hbar = 1$ units)

$$
H = \int dx dy dz - \frac{1}{2m} \psi^\dagger(x, y, z) \left\{ \left(-i \frac{\partial}{\partial x} - m\Omega_{\text{rot}} y\right)^2 \\
+ \left(-i \frac{\partial}{\partial y} + m\Omega_{\text{rot}} x\right)^2 + \frac{\partial^2}{\partial z^2}\right\} \psi(x, y, z) \\
+ \psi^\dagger(x, y, z) \frac{1}{2} m \left\{ \left(\omega_r^2 - \Omega_{\text{rot}}^2\right)(x^2 + y^2) + \omega_z^2 z^2 \right\} \psi(x, y, z) \\
+ g \psi^\dagger(x, y, z) \psi^\dagger(x, y, z) \psi(x, y, z) \psi(x, y, z),
$$

(5.2)

where $\psi(x, y, z)$ is the atomic field operator, $\Omega_{\text{rot}}$ the angular speed of rotation, $\omega_r$ and $\omega_z$ the radial and axial harmonic trapping frequencies, $m$ the atomic mass and $g$ the contact interaction strength. We here use symmetric gauge, which is convenient for an isotropic trap as it makes the rotational symmetry explicit, but here too we are free to change the gauge.

The Coriolis terms are equivalent to a magnetic field, as can be seen by substituting $m\Omega_{\text{rot}} = eB$. However, the rotation also produces a centrifugal term $-m\Omega_{\text{rot}}^2 (x^2 + y^2)/2$, which makes the net trapping frequency $\omega = \sqrt{\omega_r^2 - \Omega_{\text{rot}}^2}$ rather than $\omega_r$. Lowering the density into the FQH regime $\nu \sim 1$ requires high ratios $\Omega_{\text{rot}}/\omega$, and hence precise balancing of $\Omega_{\text{rot}}$ and $\omega_r$. The experiments [134] did not have such precise control available, and
hence were only able to reach the vortex lattice regime $1 \ll \nu \ll N$ (where $N$ is the number of particles), and not the FQH regime. (The extra quartic potential used in some experiments [134] helps in that it prevents the atoms from escaping should $\omega^2$ become negative, but does not remove the need for precise balancing of $\Omega_{\text{rot}}$ and $\omega_r$.)

The 2D confinement is also relatively weak in this system, with the third dimension not necessarily completely frozen out [134].

### 5.2 Single particle states: Landau levels

In this section, we solve the FQH Hamiltonian for the case of a single particle, obtaining the massively degenerate Landau levels. We consider

$$H = \int dxdy \left\{ \frac{1}{2m} \psi^\dagger(x, y) \left\{ \left( -i \frac{\partial}{\partial x} - 2m\Omega y \right)^2 + \frac{\partial^2}{\partial y^2} \right\} \psi(x, y) + \psi^\dagger(x, y) \left( \frac{1}{2} m\omega^2 y^2 - eEy \right) \psi(x, y) \right\}$$

that is an external potential with a linear part $-eEy$ (uniform electric field $E$ for the electron system, acceleration or field gradient [44] for the rotating gas system) and/or a harmonic part of frequency $\omega$ in the $y$ direction only, in Landau gauge with $\Omega = eB/m$ or $\Omega_{\text{rot}}$.

This has $x$ translation invariance, so consider wavefunctions of definite $x$ momentum $\phi \propto e^{iKx}$:

$$H\phi = \frac{1}{2m} \left\{ (K - 2m\Omega y)^2 \phi - \frac{\partial^2 \phi}{\partial y^2} \right\} + \frac{1}{2} m\omega^2 y^2 \phi - eEy\phi$$
\[
\begin{align*}
&= -\frac{1}{2m} \frac{\partial^2 \phi}{\partial y^2} + \frac{1}{2} m \Omega_{\text{eff}}^2 (y - y_c)^2 \phi \\
&\quad + \left( \frac{K^2}{2m} - \frac{1}{2} m \Omega_{\text{eff}}^2 y_c^2 \right) \phi.
\end{align*}
\] (5.4)

The first two terms form a harmonic oscillator of frequency \( \Omega_{\text{eff}} \equiv (4\Omega^2 + \omega^2)^{1/2} \) and centre \( y_c \equiv (2K\Omega + eE)/m\Omega_{\text{eff}}^2 \), while the rest is (at fixed \( K \)) constant, so the energies are

\[
E_n = \left( n + \frac{1}{2} \right) \Omega_{\text{eff}} + \frac{K^2}{2m} - \frac{1}{2} m \Omega_{\text{eff}}^2 y_c^2
\]

\[
= \left( n + \frac{1}{2} \right) \Omega_{\text{eff}} + \frac{K^2 \omega^2 - 4K\Omega eE - e^2 E^2}{8m\Omega^2 + 2m\omega^2},
\] (5.5)

where \( n \geq 0 \) is the oscillator level, called a Landau level [34].

The states within a Landau level are hence degenerate in the absence of trapping and electric field (\( \omega = E = 0 \)), and nearly degenerate when these are weak compared to the magnetic field (\( \omega, (e^2 E^2/m)^{1/3} \ll \Omega \)). This massive degeneracy allows strongly correlated states to form even if the interaction is weak compared to \( \Omega \); we will consider the nature of these states in the next section.

In a system of length \( L \) with periodic boundary conditions, the allowed \( K \) values are integer multiples of \( 2\pi/L \), so the spacing between state centres \( y_c = K/2m\Omega \) is \( \pi/m\Omega L \) and the number of states per Landau level per unit area is \( m\Omega/\pi \). The filling factor \( \nu \equiv \rho\pi/m\Omega \) is hence also the ratio of particles to states per Landau level. For fermions, when all states of a Landau level are occupied there is an energy gap \( \Omega \) to the next Landau level, the integer quantum Hall gap. (For electrons, because of the two spin
states, \( \nu = 2, 4, 6, \ldots \) are full Landau levels with single particle gap \( \Omega \), while \( \nu = 1, 3, 5, \ldots \) fill only one spin state so their single particle gap is the Zeeman splitting, which in GaAs is considerably smaller.) For bosons, there is no limit to the number in the lowest Landau level and hence no integer quantum Hall effect, though occupation of higher levels can occur if the interaction is strong enough to make it energetically more favourable than putting more particles in the lowest level.

The expected \( x \) velocity of these states is

\[
\langle v_x \rangle = \left( -i \frac{1}{m} \frac{\partial}{\partial x} - 2\Omega y \right) = \frac{K}{m} - 2\Omega y_c = \frac{K\omega^2 - 2eE\Omega}{m(4\Omega^2 + \omega^2)},
\]

which in the \( \omega = E = 0 \) case is zero for all \( K \): while these states have nonzero \( x \) wavevector \( K \), they are not moving. With an electric field \( E \) only, it is equal to \(-eE/2m\Omega\) for all \( K \), giving the Hall current \( I_x = \rho e^2 EW/2m\Omega = \nu e^2 V_y/2\pi \) (where \( W \) is the width of the sample and \( V_y = EW \) the Hall voltage) and Hall conductance \( I_x/V_y = \nu e^2/2\pi \). Note that in a disorder-free system this is true for all values of \( \nu \), and is exact even in the presence of interaction because the electric field is zero in a reference frame moving with this velocity [34]; the observed Hall plateaus require disorder.

With the harmonic trap present,

\[
\frac{1}{2m\Omega} \frac{\partial}{\partial y} \left( \frac{1}{2} m\omega^2 y^2 - eEy \right) \bigg|_{y=y_c} = \frac{1}{2m\Omega} \left( m\omega^2 \frac{2K\Omega + eE}{m\Omega_{\text{eff}}^2} - eE \right) = \frac{1}{2m\Omega} \frac{2K\omega^2\Omega - 4eE\Omega^2}{\Omega_{\text{eff}}^2} = \langle v_x \rangle,
\]

(5.7)
that is the local velocity is proportional to the local electric field, with the same constant of proportionality as for a uniform field. This is in fact approximately the case for general slowly varying potentials [34, 133], with the states lying along equipotentials. Exact solution is also possible for an isotropic harmonic trap \( \frac{1}{2}m\omega^2(x^2 + y^2) \), most easily in symmetric gauge; in this case each state has definite angular momentum and is peaked along a circular equipotential.

5.3 Many-particle states

The general form of an \( N \) particle lowest Landau level state in symmetric gauge is [34]

\[
\phi(z_1, \ldots, z_N) = f(z_1, \ldots, z_N) \exp \left( -\sum_i |z_i|^2/4 \right),
\]

where \( f \) is any totally antisymmetric (fermions) or symmetric (bosons) analytic function of the dimensionless particle positions \( z_j = 2(x_j + iy_j)/r_0 \) and \( r_0 = (m\Omega)^{-1/2} \). In the absence of interaction and external potential, all these states are degenerate; if these are present but weak compared to \( \Omega \), it is reasonable to approximate the ground state by minimising their energy within the lowest Landau level. We will now consider some states which attempt to do this.
5.3.1 Laughlin states

Inserting \((z_i - z_j)\) factors in \(f\) prevents those pairs of particles from coming together, reducing their interaction energy. The simplest way to satisfy (anti)symmetry is to have a single term containing \(M\) such factors for every pair of atoms,

\[
\phi_L(z_1, \ldots, z_N) = \prod_{i>j} (z_i - z_j)^M \exp \left( -\sum_i \frac{|z_i|^2}{4} \right),
\]

where \(M\) must be odd for fermions and even for bosons. These are called the Laughlin states [135]. For contact interaction this state has exactly zero interaction energy for any \(M > 0\), so \(M = 2, 4, 6, \ldots\) are all degenerate exact ground states for bosons in the absence of a trap, and the presence of any trap, however weak, will favour \(M = 2\) over the less dense higher \(M\). For Coulomb interaction it is not an exact eigenstate, but \(M = 3\) and \(M = 5\) are very close to the numerically calculated ground states of small systems.

To determine the physical properties of this state, we use the plasma analogy [34]: defining

\[
\beta H_{cl} \equiv -\log |\phi_L|^2 = -\sum_{i>j} 2M \log |z_i - z_j| + \frac{1}{2} \sum_i |z_i|^2,
\]

the probability distribution (including all correlations) \(|\phi_L|^2\) of the particle positions in a Laughlin state is the same as the probability distribution \(e^{-\beta H_{cl}}\) in thermal equilibrium of the classical system described by the Hamiltonian \(H_{cl}\), which is a 2D one component plasma with 2D Coulomb interactions and a uniformly charged background. This plasma had previously been the-
oretically studied; like a normal plasma it seeks to be electrically neutral, which makes the density of the Laughlin state a uniform $\nu = 1/M$, and in the relevant parameter regime it is not crystalline, so neither is the Laughlin state.

The Laughlin state is a liquid: its density is fixed but its shape can change. $\phi_L$ is circular; multiplying by $\exp\{\sum f(z_i)\}$, where $f(z)$ is any analytic function, gives it the shape of a contour of $f(z) + |z|^2/4$. For contact interaction, only the trap potential energy depends on the shape, so the ground state shape will follow a contour of the trap.

The Laughlin state can also be adapted to topologies other than the disk; edgeless topologies such as the sphere or torus, while impractical to physically implement (impossible in the semiconductor system, as they require magnetic monopoles), are useful for numerical studies [136, 137] as the absence of edges reduces some finite size effects. The Laughlin state on a sphere is [136]

$$\phi_{L,\text{sph}}(z_1, \ldots, z_N) = \prod_{i>j} (z_i - z_j)^M \prod_{i=1}^N \left(1 - \frac{|z_i|^2}{4R^2}\right)^{-(1+N_\phi/2)}, \quad (5.11)$$

where $R$ is the radius of the sphere, the $z_i$ are stereographic projection coordinates ($|z_i| = 2R$ at the equator), and $N_\phi = M(N - 1)$ is the number of magnetic flux quanta.

### 5.3.2 Read-Rezayi states

If the number $N$ of atoms in a trapped rotating gas is increased while keeping the trap strength fixed, at some point the Laughlin state must cease to be the ground state, as the trap potential energy cost of adding a particle to the
edge of the Laughlin state will eventually exceed the interaction energy cost of adding it “on top of” the Laughlin state in the centre of the trap. The $N$ at which this happens can be estimated by comparing the approximate energy cost $N\omega^2/\Omega$ to add another particle to the Laughlin state and the approximate energy cost $um\Omega/\pi$ to add the particle in the single-particle ground state. This gives $N \lesssim um\Omega^2/\pi\omega^2$ if the Laughlin state is to be the ground state. Above this value of $N$, denser states are more energetically favourable than the Laughlin state.

The density can be increased above $\nu = 1/2$ either by using the next Landau level (costing kinetic energy $2\Omega$ per particle) or by allowing particles to come together (costing interaction energy $\sim um\Omega$ per particle); if the interaction is weak ($um \ll 1$) the latter is more energetically favourable. It is believed [138] that there is then a series of incompressible states with half-integer filling factors $\nu = 1, 3/2, 2, \ldots$ reasonably approximated by the Read-Rezayi (RR) states [136]. For weak traps and large $N$ the local density approximation can be made, leading to a stepped density profile including several such states [138], analogous to the Mott insulator density profile.

The RR state of filling factor $\nu = k/2$ is the symmetrized product of $k$ Laughlin states [139],

$$
\phi_{RR}(z_1, \ldots, z_N) = \text{Symm} \left( \prod_{i,j} \prod_{l=1}^{k} (z_{ki+l} - z_{kj+l})^2 \right) \exp \left( -\sum_{m} \frac{|z_m|^2}{4} \right),
$$

(5.12)

where $i, j = 0, \ldots, N/k - 1$ and Symm denotes bosonic symmetrization, but
can also be written as [136]

\[ \phi_{RR}(z_1, \ldots, z_N) = \text{Symm} \left( \prod_{i>j} \prod_{l=1}^{k} (z_{ki+l} - z_{kj+l})(z_{ki+l} - z_{kj+(l+k1)}) \right) \times \exp \left( -\sum_{m} \frac{|z_m|^2}{4} \right), \]  

(5.13)

where \( l+k1 \) wraps around modulo \( k \) (\( k+k1 = 1 \)), which divides the particles into clusters of size \( k \), with \( i,j \) labelling the clusters and \( k \) the particles within a cluster, with no restriction on particles from the same cluster coming together. \( k = 1 \) is the Laughlin state.

These wave functions allow up to \( k \) particles to come together at a point, but become zero if \( k+1 \) particles do so. They are also the densest states that do this, so are the exact zero energy ground states of \( k+1 \) body contact interactions [136]. Implementing such 3- and 4-body interactions may be possible using Feshbach molecules [140], but this is beyond the scope of this thesis; we consider the RR states only as approximate eigenstates of 2-body interactions.

There are also fermionic RR states given by \( \prod_{i>j}(z_i - z_j)\phi_{RR}(z_1, \ldots, z_N) \) at \( \nu = k/(k+2) = 1/2, 3/5, \ldots \) [136], and the \( \nu = 5/2, 12/5 \) states observed in the FQH of electrons are conjectured to be such states of holes in the second Landau level [136, 33, 39]. The \( k = 2 \) RR state is also called the Pfaffian or Moore-Read state.
5.3.3 Vortex lattice state

At even higher filling factors, bosons can form a condensate within the lowest Landau level

$$\phi(z_1, \ldots, z_N) = \prod_{i=1}^{N} \prod_{j=1}^{N_v} (z_i - w_j) \exp \left(-\sum_{i} |z_i|^2/4 \right),$$

with $N_v$ vortices at the positions $w_j$. This is gapless and compressible, and can have any $\nu$, so is not an FQH state; it is called a mean field quantum Hall state. In the absence of trapping the energy is minimised by placing the vortices in a triangular (Abrikosov) lattice; in a trap this lattice is slightly distorted to more closely match the density profile to the trap [141]. The transition from Read-Rezayi states to vortex lattice had been thought to happen at $\nu \approx 6$ [138], but a recent numerical study [137] suggests it may happen for $\nu$ as low as 2.

5.3.4 Two component states

We now consider FQH states where the particles occupy two distinct internal states. In the case of electrons, while it is possible to use the two spin states [142], this is often energetically unfavourable because of the Zeeman energy splitting and the ferromagnetic interaction between spins. Bilayer devices (two close but separate quantum Hall layers) offer more control [35]. In the rotating gas system, two hyperfine states could be used.
The analogue of the Laughlin state is the \( mnr \) state \([143]\),

\[
\phi_{mnr}(\{z_i\}, \{w_i\}) = \left( \prod_{i > j} (z_i - z_j)^m (w_i - w_j)^n \right) \left( \prod_{i,j} (z_i - w_j)^r \right) 
\times \exp \left( - \sum_i |z_i|^2 + |w_i|^2 \right),
\]

where there are \( N_1 \) particles in one internal state at positions \( z_i \), and \( N_2 \) in the other at positions \( w_i \). The exponents \( m \) and \( n \) must be even for bosons or odd for fermions, but there is no symmetry restriction on \( r \), because the two internal states are distinguishable. In particular, the 221 state is an allowed state for bosons, and is the densest (total \( \nu = 2/3 \)) with zero contact interaction energy.

The analogue of the Read-Rezayi state is the non-Abelian spin singlet (NASS) state \([144]\), which for bosons is similarly constructed by taking symmetrized products of 221 states.

The vortex lattice state has two types of vortices, one for each internal state, and the shape of the lattice cell depends on the ratio of interspecies to intraspecies interaction strength \([145, 146]\).

### 5.4 Anyonic excitations and topological computation

In this section we describe the anyonic excitations of fractional quantum Hall states, and their potential usefulness for quantum computation.

Anyons are defined as particles whose exchange statistics are neither
bosonic nor fermionic. Any phase factor $\psi(x_1, x_2) \rightarrow e^{\pi i s} \psi(x_2, x_1)$ on interchange satisfies the requirement that interchange of identical particles not alter probabilities. In 3D two successive interchanges give the identity operation so $s = 0$ (bosons) or 1 (fermions), but there is no such restriction in 2D because interchanges there have a well-defined sense (clockwise or anticlockwise) and only two interchanges of opposite sense have to equal the identity. Two interchanges in the same sense are equivalent to taking one particle in a loop around the other, which is a topologically nontrivial operation in 2D. Particles with $s \neq 0, \pi$ are hence allowed in 2D, and are called Abelian anyons of statistics $s$ [31].

In systems with multiple degenerate states for given particle positions, such as the excitations of Read-Rezayi states [147], there is an even more exotic possibility: the exchange operator may act as a non-trivial matrix on these states. Such particles are called non-Abelian anyons. In some cases, including the Fibonacci anyon [41], these exchange (braiding) matrices form a computationally universal gate set. This allows these systems to be used for universal topological quantum computation, where gates are performed by moving anyons around each other [32, 31]. The exchange matrices depend only on the topology of the path and not its actual shape, and the states are a global topological property of the set of anyons that cannot be distinguished by measuring each anyon separately so are immune to local decoherence [32], so this form of quantum computation could be practically error-free if the computational anyons are kept well apart and the temperature is low compared to the anyon pair production gap [33].

The elementary excitations of a $\nu = 1/M$ Laughlin state are quasiholes
[34], given by

\[
\phi_{L,qh}(z_1, \ldots, z_N) = \prod_i (z_i - w) \prod_{i > j} (z_i - z_j)^M \exp \left( -\sum_i \frac{|z_i|^2}{4} \right), \tag{5.16}
\]

where \( w \) is the dimensionless position of the quasihole, and quasiparticles, which have no such simple form. These have fractional particle number \( \mp 1/M \) (in the case of the quasihole, this can be found from the plasma analogy), which has been measured as a reduced current shot noise [36], and are also Abelian anyons of statistics \( 1/M \) [37, 38].\( mnr \) two-component states have two types of quasihole, one in each component, which are again Abelian anyons.

The Read-Rezayi and NASS states have non-Abelian anyon quasiholes (in both their bosonic and fermionic forms), and the possibility of using these for computation is one motivation for studying them. For the \( k = 2 \) RR state, these quasiholes occur in pairs, with wavefunction

\[
\phi_{RR,2qh}(\{z_i\}) = \text{Symm} \left[ \prod_i \{(z_{2i+1} - w_1)(z_{2i+2} - w_2) + (z_{2i+1} - w_2)(z_{2i+2} - w_1)\} \exp \left( -\sum_m \frac{|z_m|^2}{4} \right) \right. \\
\left. \times \prod_{i > j} \prod_{l=1}^2 (z_{2i+l} - z_{2j+l})(z_{2i+l} - z_{2j+(l+1)}) \right], \tag{5.17}
\]

where \( w_1, w_2 \) are the dimensionless quasihole positions [147]. With 4 quasi-
holes,

$$\phi_{RR,4qh}(\{z_i\}) = \text{Symm} \left[ \prod_i ((z_{2i+1} - w_1)(z_{2i+2} - w_2)(z_{2i+1} - w_3)(z_{2i+2} - w_4) \\
+ (z_{2i+1} - w_2)(z_{2i+2} - w_1)(z_{2i+1} - w_4)(z_{2i+2} - w_3)) \right] \\
\times \prod_{i>j} \prod_{l=1}^2 (z_{2i+l} - z_{2j+l})(z_{2i+l} - z_{2j+i+1}) \\
\times \exp \left( -\sum_m \frac{|z_m|^2}{4} \right) \right], \quad (5.18)$$

and the exchange $w_3 \leftrightarrow w_4$ gives a different state even after symmetrization: these two states form a topological qubit, and adding more quasiholes gives more qubits [147]. These qubits do not support purely topological universal computation [147], but could be used as a topologically protected quantum memory [33], or together with noisy (as much as $\sim 10\%$ error) non-topological gates for computation [147].

For the $\nu = 3/2$ Read-Rezayi state [39] and the $\nu = 4/3$ NASS state [40], the quasihole statistics include a Fibonacci anyon (called $\epsilon$ in [39], $\rho$ in [40]), and these states hence do support universal topological quantum computation [41].
Chapter 6

Optical lattice quantum Hall effect

6.1 The Hamiltonian

In this section we introduce the Hamiltonian we will study and describe how it might be realised experimentally in an optical lattice.

We consider an optical lattice with $J_z$ negligibly small, giving the effective 2-dimensionality. To obtain the FQH effect we also require “magnetic” terms in the Hamiltonian, which can be produced in at least four ways: rotating the lattice (along with the coordinate system and trapping potential) [58, 42], an EIT laser carrying orbital angular momentum [43], laser-induced hopping [44, 59], or an oscillating quadrupole potential [45]. Since all these methods give the same Hamiltonian, our results are equally applicable to all of them. We also add a potential term $V(p, q)$ (defined to include any potential arising as a by-product of the “magnetic” field, such as the anti-trapping (centrifugal)
term produced by rotation or EIT, as well as the explicit trapping potential),

making our total Hamiltonian [42]

\[
H = \sum_{p,q} -J(e^{2\pi i \alpha} a_{p,q}^\dagger a_{p-1,q} + e^{-2\pi i \alpha} a_{p,q}^\dagger a_{p+1,q} + a_{p,q}^\dagger a_{p,q-1} + a_{p,q}^\dagger a_{p,q+1}) + V(p,q) a_{p,q}^\dagger a_{p,q} + \frac{U}{2} a_{p,q}^\dagger a_{p,q}^\dagger a_{p,q} a_{p,q},
\]

(6.1)

where the “magnetic” field strength is parameterised by the number of flux quanta per lattice cell \(\alpha\). The phase shift from hopping around one lattice cell is \(2\pi \alpha\), and \(\alpha\) is only defined mod 1 so we may restrict to \(-1/2 < \alpha \leq 1/2\) or \(0 \leq \alpha < 1\). This system has a gauge symmetry as long as \(\alpha\) stays constant; we are here using the Landau gauge, as its translational symmetry is more convenient for our purposes than the rotational symmetry of the symmetric gauge (where all four hopping terms carry a phase).

6.2 Small \(\alpha\) limit: continuum approximation

In this section we consider the case of small \(\alpha\) (large magnetic length compared to the lattice spacing) and weak trapping, in which the lattice can be approximated by a continuum, and verify that in this case the system does reduce to a bosonic quantum Hall system.

First consider a one particle state \(|\psi\rangle = \sum_{p,q} \psi(p,q) a_{p,q}^\dagger |0\rangle\), with normali-
sation condition $\sum_{p,q} |\psi(p,q)|^2 = 1$:

$$H|\psi\rangle = \sum_{p,q} \psi(p,q)(-J_x(e^{2\pi i a_{p+1,q}} + e^{-2\pi i a_{p-1,q}})
\quad - J_y(a_{p,q+1}^\dagger + a_{p,q-1}^\dagger) + V(p,q)a_{p,q}^\dagger)|0\rangle$$

$$= \sum_{p,q} -J_x(e^{2\pi i a_{p,q}}(p - 1, q) + e^{-2\pi i a_{p,q}}(p + 1, q))
\quad - J_y(\psi(p, q - 1) + \psi(p, q + 1)) + V(p, q)\psi(p, q)a_{p,q}^\dagger|0\rangle. \quad (6.2)$$

If the lattice spacing is small compared to the lengthscale on which $\psi$ varies (which requires that $|\alpha| \ll 1$ and the trap is similarly weak) we can approximate the discrete space wavefunction $\psi$ by a continuous space wavefunction $\phi(x, y)$ where $\psi(p, q) = d^2 \phi(pd, qd)$, $d$ is the lattice spacing and $\int \phi(x, y) dx dy = 1$. The first quantised Hamiltonian in this approximation is

$$H\phi \approx H_0\phi \equiv -J_x \left( \left(2 - \frac{4\pi^2 \alpha^2 y^2}{d^2} \right) \phi - 4\pi i \alpha y \frac{\partial \phi}{\partial x} + d^2 \frac{\partial^2 \phi}{\partial x^2} \right)
\quad - J_y \left( 2\phi + d^2 \frac{\partial^2 \phi}{\partial y^2} \right) + V(x, y) \phi. \quad (6.3)$$

Defining the (possibly anisotropic) effective mass $(m_x, m_y) = 1/2(J_x, J_y)d^2$ and the cyclotron frequency $\Omega = \pi \alpha / \sqrt{m_x m_y}d^2$, and discarding the constant zero point energy term $-2(J_x + J_y)\phi$, we then have

$$H_0\phi = -\frac{1}{2m_x} \left(-4m_x m_y \Omega^2 y^2 \phi - 4i \sqrt{m_x m_y} \Omega y \frac{\partial \phi}{\partial x} + \frac{\partial^2 \phi}{\partial x^2} \right)
\quad - \frac{1}{2m_y} \frac{\partial^2 \phi}{\partial y^2} + V(x, y) \phi$$

$$= \frac{1}{2m_x} \left(-i \frac{\partial}{\partial x} - 2\sqrt{m_x m_y} \Omega y \right)^2 \phi - \frac{1}{2m_y} \frac{\partial^2 \phi}{\partial y^2} + V(x, y) \phi, \quad (6.4)$$
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which is exactly the usual single particle quantum Hall Hamiltonian with $V$ being the “electric” potential, and hence has the usual Landau level solutions. The anisotropic effective mass simply becomes an anisotropic magnetic length, making the dimensionless coordinate $z = x/r_x + iy/r_y$.

For interacting particles, the continuum approximation is

$$H \approx \sum_i H_0(x_i, y_i) + \sum_{i \neq j} u\delta(x_i - x_j)\delta(y_i - y_j)/2,$$

(6.5)

where $(x_i, y_i)$ are the coordinates of particle $i$ and $u = Ud^2$, and the typical interparticle spacing must also be large compared to the lattice spacing (particle density $\rho \ll 1/d^2$). By analogy with the solid state FQH we define the filling factor $\nu = \rho \pi / m \Omega = \rho d^2 / \alpha$.

In this limit we will hence find the same states as in a continuum bosonic quantum Hall system, that is $\nu = 1/2$ Laughlin, $\nu = 1, 3/2, \ldots$ Read-Rezayi, and vortex lattice.

Anyonic quasiholes could be created and moved using focused lasers [58], but for the Read-Rezayi (non-Abelian anyon) states to appear the interaction must be weak compared to the field ($um \ll 1$), which also reduces the quasiparticle-quasihole pair creation gap ($\sim um\Omega$). As thermally created anyons moving around the computational anyons are a source of error, such computation would hence require very low temperatures, such as might be reached by the methods of [148]. Alternatively, it has been suggested that non-Abelian field QH [10, 149] may offer non-Abelian excitations in the lowest density state, allowing a strong interaction to be used to increase the gap to $\sim \Omega$, but this has yet to be confirmed.
<table>
<thead>
<tr>
<th>System</th>
<th>Electrons (GaAs)</th>
<th>Rotating gas (Rb)</th>
<th>Lattice (Rb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particles</td>
<td>Electrons</td>
<td>Atoms</td>
<td>Atoms</td>
</tr>
<tr>
<td>Statistics</td>
<td>Fermi</td>
<td>Bose</td>
<td>Bose</td>
</tr>
<tr>
<td>Interaction potential</td>
<td>$1/r$</td>
<td>$\delta(r)$</td>
<td>$\delta(r)$</td>
</tr>
<tr>
<td>Confinement</td>
<td>Sharp edges</td>
<td>Smooth trap</td>
<td>Smooth trap</td>
</tr>
<tr>
<td>Physical parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System diameter</td>
<td>$\sim 10^{-2}m$</td>
<td>$10^{-5} - 10^{-4}m$</td>
<td>$10^{-5} - 10^{-4}m$</td>
</tr>
<tr>
<td>Number of particles $N$</td>
<td>$\sim 10^{11}$</td>
<td>$10^5 - 10^6$</td>
<td>$\sim 10^4$</td>
</tr>
<tr>
<td>2D number density $\rho$</td>
<td>$1 - 2 \times 10^{15}m^{-2}$</td>
<td>$10^{12}m^{-2}$</td>
<td>$10^{10} - 10^{11}m^{-2}$</td>
</tr>
<tr>
<td>Field strength $\Omega$</td>
<td>$\sim 10^{14}Hz$</td>
<td>$10^2 - 10^3Hz$</td>
<td>$\sim 10^3Hz$</td>
</tr>
<tr>
<td>Free mass $m_0$</td>
<td>$9 \times 10^{-31}kg$</td>
<td>$1.5 \times 10^{-25}kg$</td>
<td>$1.5 \times 10^{-25}kg$</td>
</tr>
<tr>
<td>Effective mass $m$</td>
<td>$6 \times 10^{-32}kg$</td>
<td>$1.5 \times 10^{-25}kg$</td>
<td>$10^{-24} - 10^{-23}kg$</td>
</tr>
<tr>
<td>Lattice spacing $d$</td>
<td>$2 \times 10^{-10}m$</td>
<td>n/a</td>
<td>$\sim 10^{-6}m$</td>
</tr>
<tr>
<td>Temperature $T$</td>
<td>$0.1 - 0.3K$</td>
<td>$\sim 10^{-8}K$</td>
<td>$\sim 10^{-8}K$</td>
</tr>
<tr>
<td>Dimensionless parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$ (lattice/field)</td>
<td>$10^{-4}$</td>
<td>n/a</td>
<td>0.1 - 0.5</td>
</tr>
<tr>
<td>$\nu$ (density/field)</td>
<td>$0.2 - 10$</td>
<td>$10^3 - 10^4$</td>
<td>1 - 10</td>
</tr>
<tr>
<td>$\rho u/\Omega$ (interaction/field)</td>
<td>$0.1 - 1$</td>
<td>$\sim 0.1$</td>
<td></td>
</tr>
<tr>
<td>$k_B T/\Omega$ (temperature/field)</td>
<td>$10^{-3}$</td>
<td>1 - 10</td>
<td>$\sim 1$</td>
</tr>
<tr>
<td>Internal states</td>
<td>spin or bilayer</td>
<td>hyperfine</td>
<td>hyperfine</td>
</tr>
<tr>
<td>Tunability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Omega, \rho, T$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$un$</td>
<td>no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>$m_x/m_y$</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of FQH systems. The FQH regime is $\nu \sim 1$, $\Omega \gg \rho \nu \gg k_B T$. Values for the BEC are from current experiments [134], which are still some way from this regime. Values for the lattice are for a single plane; if hopping between planes is negligible, the FQH effect occurs independently in each plane, so multiple planes can be used to increase the signal strength without increasing $\nu$ out of the FQH range.
6.2.1 Comparison to other realisations

In this section and Table 6.1 we compare our optical lattice system to the original solid state FQH system, and also to another possible QH system, a rotating ultracold atomic gas without a lattice.

In comparison to the original solid state semiconductor (Si or GaAs) FQH system, where \( \alpha = eBd^2/\pi \) is very small (\( \sim 10^{-4} \)) at available magnetic fields \( B \), our system has the advantages that the effective mass and effective interaction strength can be easily varied by changing the laser intensity, and that the \( \alpha \sim 1 \) regime is attainable without resorting to complicated superlattices. The optical lattice is also free from the lattice defects and impurities which are inevitable in a real crystal. While the original has fermions with a \( 1/r \) Coulomb interaction, our system has bosons with a \( \delta(r) \) contact interaction; we consider the effect of this in the next subsection. (While it is possible to load fermionic atoms into an optical lattice, there are no fractional QH states for contact interacting fermions, only the \( \nu = 1, 2, 3, \ldots \) integer QH states.)

In comparison to the rotating gas system, the lattice has tighter 2D confinement and a lower particle number per plane, and can avoid the centrifugal balancing problem by using laser-induced hopping or oscillating quadrupole, making it more feasible to lower \( \nu \) into the FQH regime. Rotation and EIT however do produce a centrifugal term, which is actually made worse if they are used with a lattice, as the magnetic term \( \Omega \) scales with the free/effective mass ratio and the centrifugal term does not.
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Figure 6.1: Wavefunction for (a) $\alpha = 1/2$ and (b) $\alpha = 1/3$, in linear geometry with trap $V(y) = m\omega^2y^2/2$ and $\omega = 10^{-3}\pi/md^2$. The dots show the numerical wavefunction and the solid curves the analytic approximations for $y/d \equiv 0 \text{ mod } n$ (upper curve) and $y/d \not\equiv 0 \text{ mod } n$ (lower curve).

6.3 Near simple rational $\alpha$: multi-component wavefunctions

In this section we consider $\alpha \approx l/n$, where $l, n$ are small integers, first for a single particle then for many particles.

6.3.1 Single particle states

Numerically calculated single particle ground state wavefunctions (Fig. 6.1) for $\alpha \approx l/n$ (where $n$ is a small integer) and weak potentials $V$ have an $n$-site periodic pattern superposed on a smooth large-scale variation, suggesting the representation $\psi(np + i, nq + j) = \sum_k \chi_k((np + i)d, (nq + j)d)v_{ij}^{(k)}d^2$ where $\chi_k$ is a continuous function and $v^{(k)}$ an $n \times n$ matrix. We find by expansion about $\alpha_c \equiv l/n$ (see Sec. 6.7) that there are $n$ degenerate $v^{(k)}$, of the form
Figure 6.2: Areas of validity of the theory of Sec. 6.3.1 for the $\alpha_c$ indicated, for a single particle in a one-dimensional harmonic trap $V(x, y) = \frac{1}{2}m\omega^2y^2$ of dimensionless strength $\beta \equiv md^2\omega/\pi$. The areas enclosed by the solid (dashed) lines satisfy $|\langle \psi_{\text{theory}} | \psi_{\text{numeric}} \rangle | > 0.99$ (0.999), $|E_{\text{theory}} - E_{\text{numeric}}| < 0.01/(md^2)$ (0.001/(md^2)). The dotted lines are the theoretical areas of validity obtained by taking "$a \gg b$" in Eq. (6.8) to mean $a > 50b$.

$\psi_{IJ}^{(k)} = e^{2\pi IkH/n}v_{J-k}$ where $v$ is a fixed $n$ component vector for each $l, n$ and the subscript $J - k$ wraps around mod $n$, and that the $\chi_k(x, y)$ obey

$$-rac{C}{2m} \frac{\partial^2 \chi_k}{\partial y^2} + \frac{C}{2m} \left(2m\hat{\Omega}y - i \frac{\partial}{\partial x} \right)^2 \chi_k + V(x, y)\chi_k = \left( \frac{E}{E_0} - \frac{E_0}{md^2} \right) \chi_k$$

(6.6)

where $\hat{\Omega} \equiv (\alpha - \alpha_c)\pi/(md^2)$ and $C, E_0$ depend only on $l, n$. This formula reduces to Eq. (6.4) for $\alpha_c = 0/1$, and agrees well with numerical calculations (Figs. 6.1, 6.2) near other simple $\alpha_c$, especially $1/2$.

For this procedure to be consistent, the lengthscale on which $\chi_k$ varies, which for a harmonic trap $V(x, y) = \frac{1}{2}m\omega^2y^2$ is $(C/(4Cm^2\Omega^2 + m^2\omega^2))^{1/4}$, must be large compared to the "small scale" periodicity $nd$, but small enough
that $m\tilde{\Omega}yd \ll 1$, that is
\[
\frac{1}{n^4d^4} \gg \frac{1}{C}(4Cm^2\tilde{\Omega}^2 + m^2\omega^2) \gg m^4d^4\tilde{\Omega}^4
\] (6.7)

or equivalently
\[
\frac{1}{n^4} \gg \frac{1}{C}(4C(\alpha - \alpha_c)^2 + \beta^2) \gg (\alpha - \alpha_c)^4
\] (6.8)

where $\beta \equiv md^2\omega/\pi$ is the dimensionless trap strength. Fig. 6.2 compares this criterion with numerical results for the wavefunctions. Fractions $\alpha_c$ with larger denominator appear over narrower ranges of $\alpha$, requiring more accurate parameter control, and are destroyed by weaker external potentials $V$, so would be more difficult to see experimentally.

### 6.3.2 Interacting particles

Eq. (6.6) can be extended to the many-particle case as
\[
H \approx \int dxdy \sum_k \chi_k^\dagger(x, y) \left\{-\frac{C}{2m} \frac{\partial^2}{\partial y^2} + \frac{C}{2m} \left(2m\tilde{\Omega}y - i \frac{\partial}{\partial x}\right)^2 + V(x, y)\right\} \chi_k(x, y) + \frac{E_0}{md^2} + \sum_{k_1,k_2,k_3,k_4} uG_{k_1,k_2,k_3,k_4}\chi_{k_1}^\dagger(x, y)\chi_{k_2}^\dagger(x, y)\chi_{k_3}(x, y)\chi_{k_4}(x, y),
\] (6.9)

where $G_{k_1,k_2,k_3,k_4} \equiv \sum_j v_{j+k_1}v_{j+k_2}v_{j+k_3}v_{j+k_4}/n$ if $k_1 + k_2 \equiv k_3 + k_4 \mod n$ and 0 otherwise. (The conservation mod $n$ is due to the $x$ quasimomentum $2\pi k/nd$ carried by $v^{(k)}$.) For example, for $\alpha_c = 1/2$, $G_{1111} = G_{2222} = 3/2$.
and $G_{1212} = G_{2121} = G_{1122} = G_{2211} = 1/2$: particles with the same $k$ interact more strongly because their $v^{(k)}$ are peaked on the same sites.

In the case $\alpha_c = 1/2$, a change of basis from $\chi_{1,2}$ to $\chi_{\pm} = \chi_1 \pm i\chi_2$ makes this effective Hamiltonian analogous to a bilayer FQH system, with $\chi_{\pm}$ being the two “layers”; however, the interaction ratio is 1:2 with the inter“layer” interaction being the stronger one, while it is equal or weaker in most other realisations of multicomponent FQH states.

The highest density zero interaction energy LLL state of such a system is still the 221 state defined by

$$
\phi_{221}(\{z_i\}, \{w_i\}) = \left(\prod_{i>j}(z_i - z_j)^2(w_i - w_j)^2\right) \left(\prod_{i,j}(z_i - w_j)^2\right) \times \exp\left(-\sum_i |z_i|^2/4 + |w_i|^2/4\right),
$$

(6.10)

where there are $N/2$ particles in the + “layer” with coordinates $z = 2(x + iy)/r_0$ and $N/2$ in the − “layer” with coordinates $w = 2(x + iy)/r_0$, and $r_0 = (m^2\tilde{\Omega}^2 + m^2\omega^2)^{-1/4}$. This state has filling factor $\tilde{\nu} \equiv \rho\pi/m\tilde{\Omega} = 2/3$ (and can be extended to general $\alpha_c = l/n$ with $\tilde{\nu} = n/(n+1)$) with respect to $\tilde{\Omega}$, and as it has exactly zero interaction energy, it would be the lowest step of the density profile in a slowly varying external potential. The next higher state might be either a $\tilde{\nu} = 4/3$ NASS state, or a $\tilde{\nu} = 3/2$ Read-Rezayi state in a single “layer”, the other being empty.

At high $\tilde{\nu}$ a two-component vortex lattice [145, 146] would form; the Lindemann criterion [150] suggests that this lattice would melt at similar $\tilde{\nu}$ to the single component ($\alpha \ll 1$) lattice. We have numerically simulated
Figure 6.3: Numerical approximation to the ground state of the $\alpha_c = 1/2$ vortex lattice phase, calculated using imaginary time propagation of a Gutzwiller ansatz. The parameters are $\alpha = 0.48$, $U = 0.1J$.

This vortex lattice phase using imaginary time propagation of the Gutzwiller ansatz [54],

$$|\psi\rangle = \prod_{i,j}^{n_{\text{max}}} \sum_{n_i=0} \alpha_{i,j,n_i} (a_{i,j}^\dagger)^{n_i} |\text{vac}\rangle,$$

(6.11)

where the state is specified by the complex numbers $\alpha_{i,j,n_i}$; this can describe both superfluid vortex lattice and Mott insulator states, but not off-site correlated states such as FQH states. We found it to form alternating stripes of the two components (Fig. 6.3), as found in a continuum two-component system [145, 146], confirming that at least in this regime the two-component description is meaningful. The stripes straighten out only very slowly with increasing imaginary time (decreasing temperature), as in [146], and there is a slight tendency to phase separation; the perfectly straight stripes of [145]
exist only in the zero temperature limit. At exactly \( \alpha = \alpha_c, \tilde{\nu} = \infty \) and one has an \( n \) component superfluid with no vortices, which is analogous to frustration [42]. This may be the possible superfluid phase found at \( \alpha = 1/3, 1/2 \) in the exact diagonalisations of [45].

In a sufficiently weak trap for the local density approximation to apply, each incompressible state gives a constant density step \( (d\rho/dx = d\rho/d\mu dV/dx = 0) \). FQH states for which Eq. (6.9) is valid occur at fixed \( \tilde{\nu} \) and hence \( \rho \propto |\alpha - \alpha_c| \), while ordinary \( (\alpha \ll 1) \) FQH states occur at fixed \( \nu \) and Mott insulator states at fixed \( \rho d^2 \). An in-trap density profile measurement could hence distinguish these possibilities by comparing measurements at different \( \Omega \), as well as measuring the \( \tilde{\nu} \) at which incompressible states occur, but we will see in the next section that a time of flight expansion measurement gives a more clear-cut distinction, as well as being easier.

### 6.4 Time of flight expansion

Time of flight expansion, where the lattice and trap are switched off and the atomic cloud allowed to expand freely for a time before measuring its density distribution, is a standard measurement technique for ultracold atomic systems [52, 56]; in this section we consider applying it to our system.

If interaction during the expansion can be neglected, which is reasonable as each optical lattice site rapidly expands from its tight initial confinement, and the expansion is to many times the cloud’s initial size, the result of this
The “momentum” measured by this process is the wavevector (free space momentum) $-i\nabla$, not the momentum $(-i\partial_x - 2m\Omega y, -i\partial_y)$ of the system Hamiltonian. This is not gauge invariant (it does not have to be because the sudden switch-off of the “magnetic” field does not obey Maxwell’s equations). $\rho_1$ must be in the natural gauge of the particular experimental method being used: symmetric gauge for rotation or EIT, Landau gauge for the laser-induced hopping scheme of [44].

For constant density lowest Landau level states, which include the Laughlin, RR, 221 and NASS states, $\rho_1$ is as given in [151] in symmetric gauge for low $\alpha$ states, and a similar form with a $\sum_k v^{(k)*} v^{(k)}$ factor from the small scale structure for high $\alpha$ states, giving

$$\rho_m(X) = \tilde{w}(Xm_0/t) \sum_{x_1, x_2} \rho_1(x_1; x_2) e^{iX \cdot (x_1 - x_2)/t}$$

where $\tilde{w}$ is the Fourier transform of the Wannier function, $\rho_1$ is the 1-particle density matrix of the state, the $x_i$ are summed over all lattice sites, $\rho_m(X)$ is the measured density at position $X$ and time $t$ after release, and $m_0$ is the free mass.
where the prime indicates the $v^{(k)}$ are also in symmetric gauge (which doubles their period to $2\pi$).

Summing first over $x_1 - x_2$ and approximating this by an integral, we see that each $x_1 + x_2$ contributes an approximate Gaussian centered on $(-y_1 - y_2, x_1 + x_2)t/4m_0r_0^2$, and then summing over $x_1 + x_2$ we get the in-trap density profile smeared out on a scale $r_0$, rotated through a right angle and scaled by $t/4m_0r_0^2$. Physically this happens because lowest Landau level wavefunctions are as close to rigid body rotation as a quantum state can be, and once released from the field the wavevector becomes the physical momentum so they fly apart as if they were rotating. Because the sum is in fact a discrete one, the pattern repeats every reciprocal lattice cell (size $2\pi t/dm_0$) with a decaying envelope $\tilde{w}$, and high $\alpha$ states can have multiple peaks per reciprocal lattice cell from the small scale structure.

Fig. 6.4 shows some numerically calculated examples; the pattern repeats every reciprocal lattice cell with a slow decay given by $\tilde{w}$ [56]. As expected from the above, FQH states have stepped peaks, further distinguishing them from the featureless $\tilde{w}$ of a Mott insulator [49, 56], while vortex lattice states have Thomas-Fermi (inverted parabola) peaks. Low $\alpha$ states have one peak per reciprocal lattice cell while $\alpha \approx 1/2$ states have 4. The extra peaks (previously described for the vortex lattice in [42]) confirm the existence of small scale structure; they do not however show whether one or both “layers” are occupied.

As time of flight expansion only measures single particle properties, it cannot detect correlations, so different FQH states are distinguished only by their density. We will now consider an enhancement of this method that can
measure their correlations.

6.5 Correlation measurement

Two-particle correlations in a state lead to correlations in the fluctuations (shot noise) of the density [48, 152], which were recently measured for the Mott insulator state [49]. At time $t$ after release from an optical lattice these correlations are given by [48]

$$
G(r, r') \propto t^{-6} \sum_{i'j'\ell} e^{iR_{i'i'}Q(r) + iR_{jj'}Q(r')} \langle a_{i'}^\dagger a_{j'}^\dagger a_j a_{i'} \rangle - \langle n(r) \rangle \langle n(r') \rangle,
$$

where $i, j, i', j'$ run over lattice sites, $R_{ii'}$ is the displacement vector from site $i$ to site $i'$ and $Q(r) = m_0 r/t$ where $m_0$ is the free mass. For states described
by a continuum wavefunction \( \langle a_i^\dagger a_j^\dagger a_{j'} a_{i'} \rangle = d^2 \rho_2(z_i, z_j; z_{j}', z_{i}') \) where \( \rho_2 \) is the continuum 2-particle density matrix, which for lowest Landau level constant density states is of the form [151]

\[
\rho_2(z_i, z_j; z_{j}', z_{i}') = \exp \left\{ -\frac{1}{4r_0^2} \left( |z_i|^2 + |z_{j'}|^2 + |z_j|^2 + |z_{j'}|^2 - 2z_i^* z_{j'} - 2z_j^* z_{j'} \right) \right\} \times \left( \frac{\nu}{2\pi} \right)^2 g((z_i - z_j)^*(z_{j'} - z_{j'})),
\]

where \( g(|z_i - z_j|^2) \) is the two-point correlation function and \( g(z) \) is then defined for arbitrary complex \( z \) by analytic continuation.

For the \( \alpha \approx 1/2 \) two component states, \( \rho_2 \) is replaced by

\[
\sum_{k_i, k_j} v^{(k)_i}(i) v^{(k)}(j') v^{(k)}(j') \rho^{(k, k)}_{2}(z_i, z_j; z_{j'}, z_{i}'),
\]  

where \( \rho^{(11)}_2 = \rho^{(22)}_2 \) is the continuum density matrix for two particles of the same type and \( \rho^{(12)}_2 = \rho^{(21)}_2 \) for two particles of opposite type.

To obtain \( g \) we fit the series

\[
g_{aa}(|z|^2) = 1 + e^{-|z|^2/2} + \sum_{m \geq 0 \text{ even}} \frac{2 c_m}{m!} \left( \frac{|z|^2}{4} \right)^m e^{-|z|^2/4},
\]

\[
g_{ab}(|z|^2) = 1 + \sum_{m \geq 0} \frac{2 c_m}{m!} \left( \frac{|z|^2}{4} \right)^m e^{-|z|^2/4},
\]

which works for any lowest Landau level state ([153], with a sign change because our particles are bosons), to Monte Carlo data for the state. The Laughlin and 221 states have \( g(0) = 0 \) (Fig. 6.5), meaning that particles cannot come together and the interaction energy is hence zero, while the RR
Figure 6.5: Two-point functions: $\nu = 1/2$ Laughlin state (solid), $\tilde{\nu} = 2/3$ 221 state $g_{11} = g_{22}$ (dashed) and $g_{12} = g_{21}$ (dotted), and $\nu = 1$ RR state (dash-dotted).

and NASS states have $g(0) > 0$ and hence nonzero interaction energy. The data for the RR and NASS states is very limited because only 8-12 particles were used, due to the exponential number of terms in their wavefunctions after symmetrization, and is hence not sufficient to determine whether $\tilde{\nu} = 4/3$ NASS or $\tilde{\nu} = 3/2$ RR has the lower variational energy.

Eq. (6.14) involves a sum over 4 complex variables, which makes its direct numerical evaluation computationally intensive. To simplify this problem, we integrate over $r + r'$, which gives a delta function setting $z_i + z_j - z'_i - z'_j = 0$, and removes all explicit dependence on $z_i + z_j + z'_i + z'_j$. The resulting correlation, which (ignoring the $t^{-6}$ prefactor) is a function of momentum difference $\Delta K \equiv Q(r) - Q(r')$, can hence be evaluated for an infinite size state by summing over just 2 complex variables, $z_i - z_j$ and $z'_i - z'_j$. However,
this does not work for a finite size state because the ranges of \( z_i - z_j \) and 
\( z'_i - z'_j \) then do depend on \( z_i + z_j + z'_i + z'_j \), and assuming an infinite size 
state while necessarily summing over a finite range introduces the possibility 
of numerical artefacts.

Fig. 6.6 shows some numerically calculated examples; again one reciproc-
ocal lattice cell is shown and the pattern repeats. Fully Bose condensed states, 
including ideal vortex lattices, have zero correlation. The Laughlin and 221 
states are found to show near 100% anticorrelation at small \( \Delta K \) (note that 
as this measurement works in Fourier space, this is not the same thing as 
full real-space anticorrelation: the Mott insulator shows positive correlation 
[49]). The 221 state shows 8 additional anticorrelation dips at \( \Delta K = \pm \pi d/2 \); 
in Fig. 6.6 these are of 50% strength, but we suspect that this is an artefact 
and that they are really 100%. Higher density FQH states also show anti-
correlation but of reduced strength. Our data suggests that RR states have 
a ringed pattern with their strongest anticorrelation (\( \approx 50\% \) for \( \nu = 1 \) and 
\( \approx 35\% \) for \( \nu = 3/2 \)) at a nonzero \( \Delta K \), while the \( \tilde{\nu} = 4/3 \) NASS state has 
\( \approx 40\% \) anticorrelation at zero \( \Delta K \) and no ring, but is insufficient to deter-
mine whether the presence or absence of such rings conclusively distinguishes 
RR from NASS states.

6.6 Hall current and disorder

In this section we consider the dynamics of the system, in particular its Hall 
current, and the effect of adding disorder to the lattice.

When a linear potential \( V(x, y) = \) may is applied to a continuum FQH
Figure 6.6: Numerically calculated shot noise correlations for infinite system in symmetric gauge, (a) Laughlin (b) \( \nu = 1 \) RR (c) \( \nu = 3/2 \) RR (d) 221 (e) \( \tilde{\nu} = 4/3 \) NASS (f) \( \tilde{\nu} = 3/2 \) RR. \( \alpha = 0.02 \) in (a)-(c), \( \alpha = 0.52 \) in (d)-(f). Gray is no correlation, black 100% anticorrelation. The four extra dips at \( \Delta K = (\pm \pi d/4, \pm \pi d/4) \) in (d)-(f) are probably artefacts of the necessary approximations.
system, all states acquire a velocity \( a/(2\tilde{\Omega}) \) at right angles to the potential gradient: this is the Hall current. In a perfect continuum system this is an exact result, unaffected by interaction, because such an acceleration term is exactly cancelled out by Galilean-transforming Eq. (6.5) to a reference frame moving with this velocity. In a lattice system it is valid at sufficiently low \( \alpha \) for the continuum approximation to be valid; at higher \( \alpha \) the lattice, which defines a rest frame, becomes important and a different velocity can occur. In particular, near simple rational \( \alpha \) where Eq. (6.9) is valid, the velocity is \( a/(2\tilde{\Omega}) \), which can be very different: for \( \alpha < \alpha_c \) it even has the opposite sign.

For nonlinear potentials of large lengthscale compared to the magnetic length \((m\tilde{\Omega})^{-1/2}\), the single particle eigenstates lie along the equipotentials and Hall current flows along equipotentials at the velocity given by the local potential gradient. This motion is not visible in equilibrium as the steps in the density profile lie along equipotentials, but it can be made visible by putting the system out of equilibrium, for example by suddenly changing the trapping potential. Relaxation to equilibrium will be slow because nonforward scattering is energetically forbidden in the FQH system, making the Hall current a supercurrent \([133, 34]\).

When sufficiently mild disorder is added to an FQH system, some of the particles become localised and cannot carry current, but those which remain free move faster and the average velocity is still \( a/(2\tilde{\Omega}) \) \([34, 133]\). For example, for smooth disorder \((V(x, y) = m ay + \text{random potential of lengthscale } \gg r_0)\), \( v_x = (\partial V/\partial y)/(2m\tilde{\Omega}) \) remains valid, so particles on closed equipotentials are localised, but the random part of \( v_x \) averages to zero so the average velocity remains \( a/(2\tilde{\Omega}) \) in the \( x \) direction. The current is hence determined by the
width over which each extended level is occupied. A simple model of this is to describe the disorder by a density of states $\rho_d(E) =$ number of LLL states per unit energy interval per unit area at energy $E$, $\int \rho_d(E) dE = m\tilde{\Omega}/\pi$; for smooth disorder $\rho_d(E)$ is proportional to the probability distribution of the noise potential. For a linear geometry, we then have

$$N = L \int dy \int dE \sum_{j \geq 0} (\nu_j - \nu_{j-1}) \rho_d(E - E_j) \quad (6.19)$$

$$I = \frac{m}{2\pi} \int dy \frac{dV_2}{dy} \int dE \sum_{j \geq 0} (\nu_j - \nu_{j-1}) \delta(E - E_j) \quad (6.20)$$

where $L$ is the length of the system along the $x$-axis, $I$ is the net current (in the $x$ direction), $N$ the number of particles and $\mu$ the chemical potential, the FQH states are at filling factors $\nu_j$ and energies per particle $E_j$, and $V$ is suddenly changed from $V_1(y)$ to $V_2(y)$. For $\alpha \approx 0$ (Read-Rezayi states), $\nu_j = (j + 1)/2$ and $E_j \approx (um\Omega/2\pi)j$ [138]. This equation is valid for weak trapping potentials ($dV/dy \ll$ disorder); stronger potentials can break weakly localised states free, replacing the $\delta(E - E_j)$ density of extended states in $I$ by a finite width distribution.

In a square-well potential (as in a solid state system) the localised states create a finite range of filling factor over which a given number of FQH extended state levels are completely full, giving rise to the almost perfectly flat FQH plateaus. In a harmonic trap there will not be FQH plateaus, only corners each time a new extended level begins to fill (Fig. 6.7), but unlike the square-well case, it is possible to obtain the complete distribution $\rho_d(E)$ by measuring $I$ against $N$ (or $\Omega$).
Figure 6.7: Dimensionless Hall current $I_d \equiv I/\left\{(a/\omega)\sqrt{u/2\pi\Omega}\right\}$ against dimensionless number of atoms per unit length $N_d \equiv N/\left\{L(\Omega/\pi)^{3/2}m\sqrt{u/\omega}\right\}$, where $L$ is the length of the system, in a 1D harmonic trap $V(x,y) = \frac{1}{2}m\omega^2y^2 + may$ at $\alpha \approx 1/2$. The linear term may is turned on after the atoms have come to equilibrium in the trap, and the curves are for no disorder (dotted straight line), maximal disorder (constant density of states) (black curve), and Lorentzian disorder of width $\frac{1}{5}\frac{am\Omega}{2\pi}$, (grey curve). The named states are the highest occupied; the corresponding plot for small $\alpha$ is qualitatively similar, but with more evenly spaced dips as Laughlin and $k = 2$ RR replace 221 and NASS. Note that this graph is based on very rough estimates of the energy per particle $E_j$ of each state; the actual positions of the dips would be different, and the $\tilde{\nu} = 1$ RR state might appear instead of or as well as the $\tilde{\nu} = 4/3$ NASS state.
6.7 Derivation of high $\alpha$ states

In this section we describe in detail the derivation of the $\alpha \approx l/n$ single particle states introduced in Sec. 6.3.1. We take $V = \frac{1}{2}m\omega^2y^2$ and, since numerical wavefunctions (Fig. 6.1) show an $n$ site periodicity superimposed on slow variation, consider a state
\[ \psi_{np+i,nq+j} = d^2\phi_j((nq + j)d)e^{iK(np+i)d} \]
where the $\phi_j(y)$ are slowly varying compared to the lattice spacing. Since $H$ is independent of $x$ if $V$ is, the $x$ quasimomentum $K$ is conserved exactly for this choice of $V$; let $K = 2\pi kl/nd + \tilde{K}$, where $k$ is an integer and $\tilde{K} \ll 1/n$ to give an $n$ site periodicity plus slow variation in the $x$ direction.

\[
H\phi_j = -\frac{1}{md^2} \cos \left( \frac{2\pi jl}{n} + 2m\tilde{\Omega}y - Kd \right) \phi_j + \frac{1}{2}m\omega^2y^2\phi_j
\]
\[
-\frac{1}{2m} \left( \frac{1}{d^2} + \frac{1}{2} \frac{\partial^2 \phi_{j+1}}{\partial y^2} + \frac{1}{2} \frac{\partial^2 \phi_{j-1}}{\partial y^2} \right)
\]
\[
+ \left( \frac{1}{d} \frac{\partial \phi_j}{\partial y} - \frac{1}{2} \frac{\partial^2 \phi_j}{\partial y^2} \right) + O(d)
\]
\[
= -\frac{1}{2md^2} \left( \phi_{j+1} + 2 \cos \left( \frac{2\pi(j-k)l}{n} \right) \phi_j + \phi_{j-1} \right)
\]
\[
-\frac{1}{2md} \left( (K - 2m\tilde{\Omega}y) \sin \left( \frac{2\pi(j-k)l}{n} \right) \phi_j + \frac{\partial \phi_{j+1}}{\partial y} - \frac{\partial \phi_{j-1}}{\partial y} \right)
\]
\[
-\frac{1}{2m} \left( -(K - 2m\tilde{\Omega}y)^2 \cos \left( \frac{2\pi(j-k)l}{n} \right) \phi_j \right)
\]
\[
-\frac{1}{2} \frac{\partial^2 \phi_{j+1}}{\partial y^2} + \frac{1}{2} \frac{\partial^2 \phi_{j-1}}{\partial y^2} + O(d). \tag{6.21}
\]

Note that for $n = 1$ or 2 the odd powers cancel by symmetry and we get an expansion in $d^2$, but that for larger $n$ the expansion is in $d$. Define
$\phi = (\phi_1 \ldots \phi_n)^T$ and expand in powers of $d$: $\phi = \phi^{(0)} + d\phi^{(1)} + d^2\phi^{(2)} + O(d^3)$. Similarly expand the energy $E = E_0/d^2 + E_1/d + E_2 + O(d)$ and define

$$A_0 = \begin{pmatrix} 2 \cos 2\pi \frac{1 - k}{n} & 1 & 0 & \cdots & 1 \\ 1 & 2 \cos 2\pi \frac{2 - k}{n} & 1 & \cdots & 0 \\ 0 & 1 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \ddots & \ddots & 1 \\ 1 & 0 & \cdots & 1 & 2 \cos 2\pi \frac{n - k}{n} \end{pmatrix}$$

(6.22)

The $O(1/d^2)$ terms then become $A_0\phi^{(0)} = -2mE_0\phi^{(0)}$, so $\phi^{(0)}(y)$ is an eigenvector of $A_0$, with the ground state having the largest eigenvalue. Assuming non-degenerate eigenvalues, $\phi^{(0)}(y)$ is hence proportional to the same eigenvector $v^{(k)}$ at all $y$, so can depend on $y$ only in overall magnitude $\phi^{(0)}(y) = \chi(y)v^{(k)}$.

Since changing $k$ is equivalent to changing the origin of $j$, the eigenvalues are the same for all $k$, with ground state eigenvectors $v_j^{(k)} = v_{j-k}$, where $v$ is the normalised ground state eigenvector for $k = 0$ and the subscript $j - k$ wraps around mod $n$. This gives $n$ degenerate ground states $k = 0, \ldots, n-1$, which are orthogonal because of their different $K$ values. For simplicity we take $k = 0$ in the remainder of this derivation.
For the $O(1/d)$ terms, define

$$A_1 = \begin{pmatrix} 0 & 1 & 0 & \cdots & -1 \\ -1 & 0 & 1 & \vdots \\ 0 & -1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & 1 \\ 1 & \cdots & 0 & -1 & 0 \end{pmatrix}$$  \tag{6.23}$$

$$A_2 = \begin{pmatrix} \sin 2\pi l/n & 0 & \cdots & 0 \\ 0 & \sin 4\pi l/n & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \sin 2n\pi l/n \end{pmatrix}$$  \tag{6.24}$$

and $w_1 = A_1v$, $w_2 = A_2v$ giving

$$ (A_0 + 2mE_0)\phi^{(1)}(y) = 2mE_1\chi(y)v + \frac{d\chi}{dy}w_1$$

$$+ (K - 2m\tilde{\Omega}y)\chi(y)w_2 \tag{6.25}$$

The left hand side of (6.25) is orthogonal to $v$ because $A_0 + 2mE_0$ annihilates $v$ and is Hermitian, while $w_1$ is orthogonal to $v$ because $A_1$ is antisymmetric and hence so is $v^T A_1 v$, but the latter is $1 \times 1$ so can only be antisymmetric if it is zero. Hence a solution can only exist if $w_2$ is also orthogonal to $v$ (and $E_1 = 0$); this is the case for all $\alpha_c$ in Fig. 6.2 to within numerical accuracy, but we have not been able to prove that it is always the case.
For the $O(1)$ terms define

$$A_3 = \begin{pmatrix} 0 & 1 & 0 & \cdots & 1 \\ 1 & 0 & 1 & \vdots \\ 0 & 1 & 0 & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & 1 \\ 1 & \cdots & 0 & 1 & 0 \end{pmatrix} \quad (6.26)$$

$$A_4 = \begin{pmatrix} \cos 2\pi l/n & 0 & \cdots & 0 \\ 0 & \cos 4\pi l/n & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \cos 2n\pi l/n \end{pmatrix} \quad (6.27)$$

giving

$$(2mE_2 - m^2\omega^2 y^2)\chi(y)\mathbf{v} - (2m\tilde{\Omega}y - K)^2\chi(y)A_4\mathbf{v}$$

$$+ \frac{1}{2} \frac{d^2\chi}{dy^2} A_3 \mathbf{v}$$

$$+ \left( (K - 2m\tilde{\Omega}y)A_2 + \frac{d}{dy} A_1 \right) (A_0 + 2mE_0)^{-1}$$

$$\times \left( 2mE_1\chi(y)\mathbf{v} + \frac{d\chi}{dy} \mathbf{w}_1 + (K - 2m\tilde{\Omega}y)\chi(y)\mathbf{w}_2 \right)$$

$$(A_0 + 2mE_0)\phi^{(2)} = 0 \quad (6.28)$$

Taking the dot product of this with $\mathbf{v}$ gives a harmonic oscillator equation
for \( \chi(y) \):

\[
-\frac{C_1}{2m}\frac{\partial^2 \chi}{\partial y^2} + \frac{C_2}{2m}(2m\tilde{\Omega}y - i\frac{\partial}{\partial x})^2 \chi + V(x,y)\chi = (E - \frac{E_0}{md^2})\chi
\]

where the dimensionless constants \( C_1 = v^T \hat{A}_1 v / 2 - w_1^T (A_0 + 2mE_0)^{-1}w_1 \) and \( C_2 = v^T \hat{A}_4 v - w_2^T (A_0 + 2mE_0)^{-1}w_2 \) depend only on \( p \) and \( n \). This oscillator has mass \( m/C_1 \), frequency \( \omega_{\text{eff}} = (4C_1C_2\tilde{\Omega}^2 + C_1\omega^2)^{1/2} \), centre \( y_c = 2C_2K\tilde{\Omega} / (4C_2m\tilde{\Omega}^2 + m\omega^2) \) and ground state energy \( E_0/d^2 + \omega_{\text{eff}}/2 + C_2\omega^2K^2 / (8C_2m\tilde{\Omega}^2 + 2m\omega^2) \).

Since the magnetic field terms are (after a change of gauge) symmetric in \( x \) and \( y \), \( C_1 = C_2 \equiv C \). For general slowly varying \( V \), \( K \) is no longer exactly conserved, but the expansion works if \( \chi(y)e^{ikx} \) is replaced by \( \chi(x,y) \) and \( \tilde{K} \) by \( -i\partial\chi/\partial x \), giving Eq. (6.6).
Chapter 7

Conclusions

7.1 Purity-based entanglement detection

We considered possible methods for the experimental implementation of the purity-based entanglement detection scheme introduced in [29], and how its performance would be affected by the limitations of those methods. In particular, we described a possible implementation in optical lattices using a period 2 superlattice beamsplitter followed by 2 atom loss.

We proved that counting the antisymmetric pairs without any spatial resolution was sufficient to detect all pure entangled states, and in many cases such as the cat and cluster states to do so using a number of state copies independent of the number of qubits. This compares favourably to existing entanglement detection methods using witness operators or state tomography.

We also considered the effect of imperfections in the beamsplitter, loss and detection processes, finding that these types of error can be corrected,
in a reasonable number of additional experimental runs for error rates $\lesssim 1/k$
for purities of $k$ atoms. If single atom counting is not available or the error
rate is too high for full entanglement detection, the scheme can still be useful
for state parameter estimation.

## 7.2 Fractional quantum Hall effect

We considered an optical lattice realisation of the fractional quantum Hall
system. This would allow access to the high field regime $\alpha \sim 1$ where lattice
effects are important, which is very difficult to reach in solid state systems.
We have constructed an approximate analytic theory valid near simple rationals $\alpha \approx \alpha_c \equiv l/n$ in the presence of a weak trapping potential, which
predicts that the particles behave as if they had $n$ internal states and were in
an effective field $\alpha - \alpha_c$, observable as densities and Hall currents proportional
to $\alpha - \alpha_c$ rather than $\alpha$.

Under standard time of flight expansion we predict a stepped profile,
similar to the in-trap density profile. This would clearly distinguish fractional
quantum Hall states from superfluid vortex lattice or Mott insulator states.
Measuring the density of each step would test the above prediction of effective
field $\alpha - \alpha_c$, and would give the filling factor of each state, partially identifying
it. The expected strong atom-atom correlations could be probed using shot
noise correlation.

Some of the states we expect, at both low $\alpha$ and $\alpha \approx 1/2$, have non-
Abelian anyon excitations suitable for universal topological quantum com-
putation. However, the weak interaction required for these states to exist also
gives them a small gap, possibly too small to prevent excessive thermal anyon pair production; the more robust Laughlin and 221 states have only Abelian anyons. It has been hypothesised that non-Abelian field QH [149] might have states that are both robust and suitable for topological computation; testing this could be a subject for future research.
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