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ues of $D_3$ at $\pm 0.26 \text{ Cm}^{-2}$. However, since $a_1(t) = a_2(t)$ throughout the domain evolution, the maximum volume fraction of both crystal variants 3 and 4 never exceeds 50%. Consequently, even though the crystal is subjected to the compressive stress $\sigma_3 = -1.78 \text{ MPa}$, the symmetric butterfly loop has a strain change of magnitude 0.545% only, as shown in figure 5.4(b).

Recall that uniform stress and electric field throughout the crystal were assumed in the previous calculation. Now we would like to examine this assumption by using finite element analysis. Again we consider the cases of domain patterns “5354” and “5346”, as shown in figures 5.1 and 5.6, subjected to electric field $E_3(t) = E_0 \sin(2\pi t)$ with amplitude $E_0 = 1\text{ MVm}^{-1}$ and the applied stress $\sigma_3 = -1.78 \text{ MPa}$. Note that, as in the previous calculations, the domain topology remains unchanged during calculation and that the only factors specifying the domain wall position are $a_i$. In order to determine $U$ and $\Omega$ in equations (5.2) and (5.3) more accurately, a conventional finite element analysis is used to calculate both the elastic displacement field and electric potential in the unit cell. Six-node triangle plane stress elements are used and the $yz$ plane is modelled as both domain patterns studied here are prismatic along the direction of $x$-axis. Quadratic shape functions are used to describe the displacement and electric field at each point in terms of the nodal displacements, $u_i$ and scalar electric potential $\phi$. The same set of material properties as shown in table 5.1 is used for variant 5 and those for other crystal variants are obtained from pure rotation by $90^\circ$ or $180^\circ$ according to their orientation.

A typical mesh arrangement and applied boundary conditions are shown in figure 5.8. The displacement of the node at the bottom left of the cube is constrained so that $u_2 = u_3 = 0$. Constraints $u_3 = 0$ and the electrical ground condition $\phi = 0$ are applied on the node at the bottom right. Periodic boundary conditions are applied to every node on the right ($R$), left ($L$) surfaces, marked with dashed lines in figure 5.8, and the top ($T$), bottom ($B$) surfaces, marked
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\[ u_3^T - u_3^B = \epsilon_3^* L \]
\[ \phi^T - \phi^B = -E_3 L \]

\[ u_2^R - u_2^L = \epsilon_2^* L \]
\[ u_3^R - u_3^L = \epsilon_3^* L \]
\[ \phi^R - \phi^L = 0 \]
\[ \phi^T - \phi^B = -E_3 L \]

Figure 5.8: The mesh and applied boundary conditions for domain pattern “5346”.

with dotted lines in figure 5.8, of the unit cell [7], such that

\[ \epsilon_p^* = s_{pq}^* \sigma_q + d_{kp}^* E_k \]  

\(\epsilon_p^*\) is the effective applied average strain which is given in the current configuration by

Here \(\sigma_q\) and \(E_k\) are the applied stress and electric field respectively; \(s_{pq}^*\) and \(d_{kp}^*\) are the matrices of effective elastic compliance and piezoelectric coefficients. For improved accuracy, \(s_{pq}^*\) and \(d_{kp}^*\) were determined by the method of Li and Liu [26] (see appendix A). It is worth noting that exact compatibility is not satisfied in the current calculations as stress and electric field are non-uniform due to the material properties varying from domain to domain with respect to
the global co-ordinate system. However, the elastic strain and electric displacement are small compared to the remanent strain and polarization. Thus, this effect can be neglected.

In this way, the assumption of uniform stress and electric field is eliminated. A more accurate Gibbs free energy $G$ can then be obtained. Furthermore, in order to determine $\frac{\partial G}{\partial a_r}$, the rate of Gibbs free energy in respect to the $r$th domain wall position, $G(a_r + da_r, \sigma, E)$ and $G(a_r - da_r, \sigma, E)$ in equation (5.18) are obtained from two separate finite element calculations which have the same set up but with the position of the nodes on the $r$th domain wall slightly adjusted to reflect the small change of $\pm da_r$. Here, the values of $da$, time step $dt$ and the initial degrees of freedom $a_r$ are set the same as in the previous calculations. The rate potential, $\Psi$, is provided by equations (5.16) and (5.21) for the two domain patterns “5354” and “5346”. The dielectric and strain hysteresis loops for these domain patterns obtained by finite element analysis are shown using solid lines in figure 5.4(a) and (b), respectively.

In the finite element calculations, the mesh was refined at every time step. The mesh size was set dynamically according to the width of the domains. Such that fine domains are assigned sufficiently small elements. However, whenever $a_r \geq 0.95$ or $a_r \leq 0.05$, domains become too small to mesh easily. Thus the mesh size of these domains is then assigned to match the mesh of nearby domains without further mesh refinement. Figure 5.9 shows the domain evolution for domain pattern “5346”. It can be observed that the mesh is refined as the domain pattern evolves.

It is of interest that hysteresis loops generated by accurate calculation of $G$, using finite element analysis are very similar to those generated using the assumption of uniform stress and electric field, as shown in figure 5.4. The predicted domain pattern evolution generated by the two approaches are also similar. For example, they have identical saturated values of dielectric displacement ($D_3$) and strain ($\epsilon_3$) in both types of domain patterns. In domain pattern “5346”, finite element analysis confirms the result that $a_1(t)$ remains equal to $a_2(t)$ throughout the entire switching procedure, as shown in figure 5.9. However, it can be observed that the
Figure 5.9: The domain evolution for pattern “5346” in the electric loading cycle under stress $\sigma_3 = 1.78$ MPa, predicted by the finite element analysis.

applied compressive stresses have relatively stronger effect on domain switching when uniform stress and electric field are assumed. Figure 5.4(a) shows that in the initial stage of locking of
the domain pattern “5354”, the dielectric and strain hysteresis curves decrease firstly and then increase until saturated. Note that the curves generated using the uniform stress and electric field assumption drop deeper than those generated by the finite element analysis indicating that the applied stress induces more 90° domain switching when uniform stress and electric field are assumed. Also, when $E_3 < 0$, the onset of rapid switching is earlier in the Reuss approximation. Such difference in the onset of switching can also be found in the case of domain pattern “5346” shown in figure 5.4(b). Although the assumption of uniform stress and electric field does affect the resulting hysteresis responses slightly, the overall behaviour and many important features of domain switching behaviour can still be well captured. In addition, by using this assumption at domain pattern level, the saving of computation is significant. This issue becomes more crucial in the following studies, as we will consider more than one pattern at every time step to enable the possibility of switching between domain patterns. Therefore, the Reuss assumption is used with reasonable confidence that it does not greatly affect domain evolution in the following section.

### 5.3 Kinetic model with pivot states

In section 5.2, it is observed that the hysteresis responses are significantly affected by domain arrangement. However, neither of these hysteresis loops shown in figure 5.4 closely resemble the results of the experiment carried out by Burcsu et al. [28] on single crystals of BaTiO$_3$, as shown in figure 5.10(c). This suggests that modelling a single domain pattern is not representative of the behaviour of a large ferroelectric single crystal under load. We now explore the possibility of switching between different domain patterns in the sharp interface model.

According to section 3.5.2, there are exactly eight distinct families of rank-2 compatible laminates in the polar tetragonal crystal system: \{1112\}, \{1221\}, \{1324\}, \{1213\}, \{1234\}, \{1314\}, \{1325\}, and \{1342\}. They are shown in the first row in figure 5.11. Again, the variant
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Figure 5.10: Hysteresis responses of single crystal BaTiO$_3$ due to Burcsu et al. [28], for a crystal is subjected to a compressive stress $\sigma_3 = 0, -0.36, \text{ and } -1.78 \text{ MPa}$ and a cyclic electric field $E_3 = E_0 \sin(2\pi t) \text{ MVm}^{-1}$.

Numbers in curly brackets shown in figure 5.11 indicates a family containing all possible domain structures with identical pattern under rotations, reflections and inversions. The domain walls marked with dashed lines in figure 5.11 indicate $180^\circ$ domain walls which separate domains with anti-parallel polarization directions but with the same remanent strain. Domain walls of this type have no certain habit planes and their normals can lie in any orientation which is perpendicular to the polarization direction of the variants being separated. The flexible orientation of $180^\circ$ domain walls results in infinite variations of domain arrangements when considering the kinetic formulation. Thus, here we only consider two key orientations of: [100] and [110] $180^\circ$ domain walls. This limits the number of topologies that must be considered to 12 domain
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topologies in the current study as shown in figure 5.12.

Now define a pivot state as a state in which the domain walls of a laminate domain structure reach their extremal position, i.e. the corresponding degree of freedom $a_r \rightarrow 1$ or $a_r \rightarrow 0$. This reduces a certain domain or set of domains to zero volume and thus the structure jumps to a lower rank. For example, the patterns $\{1314\}$ and $\{1342\}$ can both form limiting states of rank-0 domain pattern $\{1\}$ (see figure 5.11). Thus $\{1314\}$ can reach the pivot state $\{1\}$ and then $\{1314\}$ can nucleate continuously from such a pivot state. However, note that some structures can only alter $a_1$ domain walls because the $a_2$ domain walls are sessile until a pivot state is reached, such as domain patterns “1213”, “1314”, “1325” etc. Equation (5.9) can be used to check if the domain walls are sessile. Thus, for these particular patterns, a pivot state is reached when the degree of freedom $a_1 = 1$ or 0.

Using the definition of the pivot state, a domain evolution map can be used to show the paths connecting each of the rank-2 laminate domain structures through pivot states, as in figure 5.11. For example, $\{1112\}$ and $\{1221\}$ can evolve into pattern $\{12\}$ or can directly jump to a rank-0 structure $\{1\}$. Domain family $\{1324\}$ has three possible pivot states: they are a single domain state $\{1\}$, domain pattern $\{13\}$ which is a typical $90^\circ$ domain wall topology, and domain pattern $\{12\}$ with vertical $180^\circ$ domain wall. Families $\{1213\}$ and $\{1342\}$ both can evolve into a corresponding rank-1 $\{13\}$ pattern or a single domain state $\{1\}$, and so forth.

Next consider the kinetic modelling of these laminate families. The expressions for the rate potential $\Psi$ for the domain topologies considered in the current study are shown in figure 5.12. They are associated with the arrangement of domain walls, but independent of the particular crystal variant present. The single domain state, as shown in figure 5.12(a) representing group $\{1\}$, has no domain walls and thus no evolution is possible. It is also worth noting that the topology shown in figure 5.12(c) has two possible families: $\{12\}$ and $\{13\}$ which have diagonal $180^\circ$ and $90^\circ$ domain walls respectively. This implies they have identical forms of rate potential $\Psi$, as both types of domain interfaces are assumed to have equal domain wall mobility.
Figure 5.11: The domain evolution map for the switching between patterns which reveals the paths connecting each of the eight families of rank-2 domain pattern through pivot states.
<table>
<thead>
<tr>
<th>Domain topology</th>
<th>Rate potential $\Psi$</th>
<th>Possible domain families</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>$- \dot{a}_1 \dot{a}_2$</td>
<td>{1}</td>
</tr>
<tr>
<td>(b)</td>
<td>$\frac{L^2}{4m} \dot{a}_1 \dot{a}_2$</td>
<td>{12}</td>
</tr>
<tr>
<td>(c)</td>
<td>$\frac{\sqrt{3} L^4}{4m} \dot{a}_1 \dot{a}_2$</td>
<td>{12}, {13}</td>
</tr>
<tr>
<td>(d)</td>
<td>$\frac{L^4}{4m} (\dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1112}, {1221}</td>
</tr>
<tr>
<td>(e)</td>
<td>$\frac{\sqrt{3} L^4}{4m} (\dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1112}, {1221}</td>
</tr>
<tr>
<td>(f)</td>
<td>$\frac{L^3}{4m} (2 \dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1112}, {1221}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Domain topology</th>
<th>Rate potential $\Psi$</th>
<th>Possible domain families</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g)</td>
<td>$\frac{L^4}{4m} (\frac{a_2 + (1 - a_2) \sqrt{2}}{2} \dot{a}_1^2 + \sqrt{2} \dot{a}_2^2)$</td>
<td>{1112}, {1221}</td>
</tr>
<tr>
<td>(h)</td>
<td>$\frac{L^2}{2m} (\dot{a}_1^2 + \sqrt{2} \dot{a}_2^2)$</td>
<td>{1112}, {1221}, {1234}</td>
</tr>
<tr>
<td>(i)</td>
<td>$\frac{L^4}{4m} (\dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1112}, {1221}, {1314}</td>
</tr>
<tr>
<td>(j)</td>
<td>$\frac{L^4}{4m} (\sqrt{2} \dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1112}, {1221}, {1342}</td>
</tr>
<tr>
<td>(k)</td>
<td>$\frac{L^4}{4m} (\sqrt{2} \dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1234}, {1324}</td>
</tr>
<tr>
<td>(l)</td>
<td>$\frac{L^4}{4m} (\frac{1}{2} \dot{a}_1^2 + \dot{a}_2^2)$</td>
<td>{1234}, {1325}</td>
</tr>
</tbody>
</table>

Figure 5.12: The expressions of the rate potential $\Psi$ for the 12 domain topologies considered in the current study.
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$m$ in the current study. Their rate potential can also be found by setting $\dot{a}_1$ or $\dot{a}_2 = 0$ in the expression of the rate potential of their parent topologies, such as the vortex domain pattern shown in figure 5.12(j). For example, the rate potential $\Psi_{\{13\}}$ is equivalent to the rate potential of the vortex structure with $\Psi_{5346}$ in equation (5.21) without the $\dot{a}_1$ terms. It is also interesting to note that the domain topologies shown in figure 5.12(f) and (g) have their rate potentials dependent on the value of degree of freedom $a_2$, i.e. $\Psi = \Psi(a_2, \dot{a}_1, \dot{a}_2)$. This is because the total area of the $a_1$ domain walls changes with the movement of the $a_2$ domain wall.

Consider applying the concept of pivot states to the variational model of a BaTiO$_3$ single crystal with a rank-$\gamma$ ($\gamma = 0...2$) domain pattern subjected to electromechanical loads. At each time step, calculate the rates of the degrees of freedom $\dot{a}_r$ for the current domain pattern, and also for all the domain patterns in connected families on the pivot state map, with rank-$R > \gamma$. For example, at time $t$, suppose the current domain pattern is rank-1 “13” (containing crystal variants 1 and 3) belonging to family $\{13\}$. There are 10 domain patterns with higher rank to consider in this time step: “1324” in family $\{1324\}$; “1232”, “1434” in family $\{1213\}$; three possible “1234” patterns in family $\{1234\}$; “1536” and “1635” in family $\{1325\}$, and finally, “1342”, “1432” in family $\{1342\}$. All of these are rank-2 domain structures, which in limiting cases have zero volume fraction of all variants other than 1 and 3. During the current time step, if any one of these structures has a non-zero $\dot{a}_r$ which alters the volume fraction of those variants other than 1 and 3, the nucleation of this domain pattern is assumed to occur. Here, no energetic barrier to the nucleation of new domain patterns has been introduced. Effectively, this is the same as assuming zero surface energy (domain wall energy) associated with nucleation, provided the new pattern is a continuous variation of the previous pattern. The assumption that nucleation presents no energetic barrier is reasonable in the context of experimental observations that fine needle-like or plate-like domains which are precursors for laminate structure can penetrate through ferroelectric crystals at field levels well below the coercive field [112,113].
If a new pattern forms, this domain pattern then replaces \{13\} and becomes the main state for the next time step. The process of switching between distinct domain patterns is then complete. When the nucleation of a new pattern of domains occurs in the model, one problem is that several patterns may simultaneously become energetically favourable. Which pattern should then be chosen? Observations show that a ferroelectric single crystal usually contains several regions with different laminate domain patterns [114]. Thus, it is reasonable to consider that all the domain patterns which are equally favoured by the applied loads may nucleate in different regions of the crystal. For example, if the applied loads make five domain patterns, say “1324”, “1232”, “1234”, “1342” and “1432” have equal non zero domain velocities for the next time step, we then model the crystal as divided into five equal volume regions containing the five domain patterns. At the next time step, calculation is continued for each of these five regions separately and the overall response of the crystal is found by volume averaging of the response of each individual region. For simplicity, the interaction and compatibility between regions are not considered in the current study, but whenever regions contain identical domain patterns, these regions are assumed to merge by combining their volumes.

Using this model, the hysteresis response of BaTiO$_3$ single crystal under three loading cases can be predicted as shown in figure 5.13. Figure 5.13 shows symmetric dielectric and strain hysteresis loops for all three loading cases. Many features show good agreement with the observations by Burcsu et al. [28]. These include the development of kinks (marked $K$ in figure 5.13(c)) and the increasing strain hysteresis with compressive stress. In addition, it is significant that the butterfly loop for the loading case of $\sigma_3 = -1.78$ MPa in figure 5.13(c) suggests an actuation strain of 0.95% which is lower than the theoretical value 1.09% and close to the experimental value reported by Burcsu et al. [28] as shown in figure 5.10(c). This decrease of strain output in the model is because some domain patterns nucleate that cannot undergo the complete 90° domain switching. To see this, a schematic domain evolution for the case of $\sigma_3 = -1.78$ MPa generated by the model is shown in figure 5.14.
It starts from the pattern “5” (figure 5.14(a)). The compressive stress favours many domain patterns with identical domain wall velocities, such as “5126”, “5346”, “51”...etc. Thus, the material cube is divided into many regions as shown in figure 5.14(b); each thin slice represents one particular domain pattern. As the electric field increases, it drives these patterns back to a single domain state (figure 5.14(c)). When $E_3$ drops down to around 0.1 MV m$^{-1}$, the same structure occurs as it shown in figure 5.14(b) because of similar load conditions at these two time steps. In figure 5.14(e), the volume fraction of crystal variant 5 has decreased significantly. By this stage, some slices of the material cube have reached a pure variant state, such as “1”, “2”, “3” and “4”; some regions, however, remain rank-2 laminate patterns. This implies that some parts of the crystal have completed 90° switching processes while the domain evolution in other regions was slowed by the particular domain arrangements. For example, the vortex pattern “5126” is visible in figure 5.14(e); this gives a strain output of at most 0.545%, as we discussed previously. Domain patterns of this type reduce the average strain. This result may explain the question of why the reported actuation strains of BaTiO$_3$ are typically smaller than
Figure 5.14: The schematic domain evolution in the electric loading cycle under stress \( \sigma_3 = -1.78 \text{MPa} \). (a) The initial state, single domain state “5”. (b) \( E_3 \) is around 0.1MVm\(^{-1}\); the material cube is divided into many regions. (c) Electric load overcomes the compressive loads, and domains switch back to single domain state “5”. (d) When \( E_3 \) drops to around 0.1MVm\(^{-1}\), the same structure occurs as (b) because of similar load conditions. (e) Some regions have complete 90° switching while some parts cannot. (f) When \( E_3 \) becomes more negative. (g) Single domain state “6”. (h)→(l) The crystal switches back to “5” following a symmetric path of domain pattern evolution to it shown in (c)→(g).
the theoretically predicted value. Next, negative electric field grows or nucleates crystal variant 6 in all regions (figure 5.14(f)) and about $\frac{1}{4}$ of the volume is occupied by a large single domain at this stage. Finally all regions reach single domain state “6” as shown in figure 5.14(g). In figure 5.14(g)→(l), the crystal switches back to single domain state “5” following a symmetric path of domain pattern evolution to that shown in figure 5.14(c)→(g).

A variational model with the concept of pivot states is used to simulate the hysteresis response of a BaTiO$_3$ single crystal, showing good agreement with experimental observations. However, it can be seen in the strain hysteresis loops of figure 5.10 and figure 5.13 that the onset of switching is not well captured by the current model. According to the work done by Shieh et al. [109], this feature may be controlled by the “incomplete switching” of the crystal at the saturation state, which is not considered in the present study. Taking this into account could solve the problem of onset of switching, and may reduce the predicted average strain to be closer to the experimental value [28]. In addition, several issues which are ignored in the present work, such as domain wall energy and depolarization energy, may need to be taken into account for more accurate predictions.
Conclusions and future work

6.1 Conclusions and discussions

In this thesis, 3-dimensional compatibility conditions were developed for periodic, multi-rank laminate domain configurations of ferroelectric single crystals. Three types of compatibility were identified: average, exact, and disclination-free. Methods have been given for applying the compatibility conditions to the full set of domain walls that exist in a multi-rank laminate. A hierarchical tree diagram was used to represent the laminates, and to define the relations between domains.

Then, an algorithm for finding minimum rank compatible laminate structures was used to study the tetragonal and rhombohedral crystal systems. While many exactly compatible structures were found, the conditions of disclination-free structure proved highly restrictive and few such structures were found. A key result is that domain laminates in both the tetragonal and rhombohedral crystal systems can be designed, which allow the crystal to be poled continuously from a state of zero strain and polarization to a single domain state, while the rank of the laminate never exceeds three. This is significant because it indicates the possibility of poling crystals with very low internal stress induced. At present, crystals commonly crack during poling, or may not reach a fully polarized state. The results from this study suggest some
approaches for solving this problem. Several poling paths are suggested and details of the domain topology along these paths have been found.

Compatibility conditions were also used to classify compatible domain patterns in ferroelectric single crystals. It was found that there are remarkably few distinct domain arrangements that can form as compatible laminates. The eight types of periodic exactly compatible rank-2 laminate in tetragonal crystals are defined and examples from simulation studies and experimental observations confirm their existence. The resulting classification is of direct use in identifying observed domain patterns and provides a basis to search for engineered domain configurations with optimised properties. The procedure can also be applied to other ferroelectric crystal systems. This applicability has been illustrated by classifying the laminate structures in the rhombohedral crystal system.

Next, the exact compatibility conditions were modified for applying to oriented single crystal, ferroelectric films to study the poling ability of the films and the influence of substrate strain. Relatively thick films were studied, with 3-dimensional compatibility constraints. Careful searches for minimum rank exactly compatible laminate domain structures in tetragonal and rhombohedral films of various epitaxial orientations were carried out. Poling paths that could maintain a compatible domain structure while reaching high values of through-thickness polarization were revealed. The utility of such poling routes, if they can be achieved in practice, is that the film maintains a low energy state throughout the process, so that the applied fields should be low and no stresses are induced. However, in some cases the suggested poling routes require unconventional loading such as mechanical shearing or substrate bending. They also need specific initial microstructures, and at present there are no available methods to produce such microstructures reliably. The evolution of domain topology along the suggested poling paths was shown and the greatest value of through-thickness polarization determined for each case. Of interest is the result that optimal poling of the [011] tetragonal film requires a prior shear deformation, but if this can be achieved, a compatible domain structure with polarization
about 42% greater than that of the [001] tetragonal film could be reached. As for rhombohedral films, films with orientation [001] have the maximum through-thickness polarization $P_3$ compared to those with [011] and [111] orientations. The methodology provides a rapid search for low energy domain arrangements that could be engineered in constrained films. This method could be used to optimise films for memory applications, where easy switching and high polarization are required. Alternatively, it could be used to find microstructures with high stability (low switching ability) but strong, electromechanical coupling, for applications such as sensing or energy harvesting.

In chapters 2-4, the study was purely kinematic in nature. In order to understand the dynamic behaviour of domain wall movement under the given boundary conditions, a kinetic model of microstructure evolution in ferroelectric single crystals was developed. By using the material parameters of barium titanate single crystals, the model has been applied to study the hysteresis response of periodic rank-2 laminate patterns. Microstructural evolution paths along which the domain arrangement maintains compatibility are discussed. Furthermore, a domain evolution map revealing compatible paths between the eight types of rank-2 tetragonal laminate pattern was developed. The domain evolution map was used to capture domain pattern switching through lower rank “pivot states”. The hysteresis responses and domain evolution of a barium titanate single crystal under loading similar to that used by Burcsu et al. [28] have been simulated. The results have many features in common with the experiment, including some subtle features such as the development of kinks in the dielectric hysteresis, and instability to reach the theoretical maximum strain values during switching. The model can rapidly predict the microstructural evolution in ferroelectrics. However, several simplifications were made: linear kinetics were used; domain wall energy and depolarization energy were also neglected. These features could be modified or incorporated into the given framework of domain evolution.
6.2 Future work

6.2.1 Sharp interface model for multiphase materials and related non-ferroelectrics

In the current kinematic model, the assumption was made that only one type of crystal system is present in the ferroelectric crystal. However, it is possible to form a multiphase domain structure in ferroelectrics. For example, several cases of rhombohedral-tetragonal phase transformation in BaTiO$_3$ and relaxor based materials, such as PMN-PT, are observed [4, 45]. It would be of interest to extend the current model for designing compatible structures where these two crystal phases coexist; however, some complexities would arise. Consider a microstructure with 14 possible crystal variants (6 for tetragonal phase and 8 for rhombohedral phase). The equations provided by equations (2.12)–(2.14) then have several degrees of freedom. This gives multiple solutions for the total volume fraction of each crystal variant under specified average strain and polarization states. Thus, the variant arrangements which allow forming a minimum rank compatible structure need to be identified from all the possible solutions.

Based on the theory provided by Shu and Bhattacharya [24], any pair of domains in tetragonal crystal systems can form a compatible domain wall; the same conclusion can be made in rhombohedral crystal systems. However, a severe restriction is raised if they are in a mixed rhombohedral-tetragonal crystal system. Shu and Bhattacharya assert that a low energy rhombohedral-tetragonal domain wall can only be formed in certain materials with special relations between the crystal parameters: $\alpha^t$, $\beta^t$, $p^t$, $\alpha^{rh}$, $\beta^{rh}$, $p^{rh}$. Thus, crystal parameters need to be taken into account. The previous assumption, $\text{tr}(\epsilon) = 0$, in the current model is also not valid for all 14 variants, as there is a volume difference between the phases. However, these restricted conditions may help us to narrow down the uncertainty of multiple solutions from the highly overdetermined system. This task would extend our understanding of the domain structures in some relaxor based materials with ultrahigh strain behaviour [4]. It could also be
of value in understanding the morphotropic phase boundary in polycrystalline materials such as PZT, where coexistence of rhombohedral and tetragonal phases appears to give enhanced electromechanical coupling.

It is also of interest to apply the current sharp interface model to materials which form martensitic microstructures similar to those in ferroelectrics, such as shape memory alloys. Shape memory alloys have the ability to remember and return to their original shape from an arbitrarily deformed state when heat is applied. Such shape-memory effect is widely used in actuators and thin film devices. This effect is caused by a martensitic phase transformation, in which the crystal lattice transforms from the austenite phase (with cubic material unit cells) to the martensite phase (with distorted unit cells). This results in different martensite variants present in the crystal. It appears really similar to the ferroelectric phase transformation. However, there is no polarization induced in this type of material, and only transformation strain states are induced corresponding to each of the variants. This presents an interesting challenge, because the absence of polarization reduces compatibility constraints, so that typically there are two compatible interface orientations for a given pair of symmetry related crystal variants. So methods are needed for dealing with the additional permutations of microstructure.

In recent years, many phase field models have been developed to predict microstructures in shape memory materials [84, 115–118]. However, 2-dimensional problems or small regions of interest are typically considered. Shape memory alloys commonly adopt monoclinic or orthorhombic-monoclinic crystal systems which have 12 and 18 crystal variants, respectively. Such a great number of variants typically makes phase field approaches for martensitic materials even more computationally intensive. Sharp interface approaches which can significantly reduce the computational requirements then become more important for modelling 3-dimensional microstructures in shape memory materials. However, typical sharp interface approaches in the literature [86, 91] assume particular twin arrangements. Therefore, it is worth studying low-energy microstructures which can form in shape memory alloys for given boundary conditions
based on the compatibility conditions and methodologies provided in chapters 2 and 3. The results could provide a valuable overview picture of microstructures in shape memory alloys and guidelines for the design of shape memory alloys.

6.2.2 Sharp interface model for true thin film applications

In chapter 4, we considered relatively thick films with low energy microstructures which satisfy compatibility conditions in a 3-dimensional sense. However, in a true thin film, the strain compatibility constraints, equation (2.6), can be relaxed in the out-of-plane direction as the deformation energy becomes much smaller than the interfacial and membrane energies [75]. As a consequence, thin films can allow a greater range of low energy domain structures than bulk crystals. This is particularly beneficial to domain engineering which rearranges the structures for optimised properties. Thus, it is of interest to modify the current model to explore the low energy domain structures in thin films and compare them with the findings in chapter 4. The results should provide a better understanding of the relationship between film thickness and the formation of possible microstructures.

Moreover, all the models developed so far focus on the case that the materials are at an isothermal condition. Thus, the temperature dependence of microstructures are not considered in this thesis. However, this is in fact an important issue when considering the performance and the operating temperature range of ferroelectric film devices. The observation done by Surowiak et al. [119] shows that the domain pattern and the mean domain width in a (Ba_{0.7}Sr_{0.3})TiO_{3} film have significant changes as the temperature rises from 293 K to 403 K. The film was also found to be under a strong in-plane compression during this process. Pertsev et al. [80, 120] develop a thermodynamic framework to generate domain stability maps and phase diagrams revealing the correlation between temperature and the lattice misfit strain for BaTiO_{3} and PbTiO_{3}. Thus, it is of interest to take the temperature dependence of crystal parameters into account in the current sharp interface model, and search low energy domain structures in thin films subjected to
different temperatures. This could produce microstructure maps which can provide a guideline for designing thin film devices with a wider operating temperature range.

6.2.3 Kinetic modelling of laminates

The kinetic model proposed in chapter 5 can rapidly predict the electromechanical behaviour of a ferroelectric single crystal, and reproduce many features observed in experimental works. However, it limits the consideration to domain structures with rank lower than 3. In some cases, the limitation to rank-2 structure produces “clamping” effects. For example, if a tetragonal single crystal with an initial domain pattern “1234”, containing crystal variants with only $x-y$ polarization directions, is subjected to an electric field along the $z$-direction and no stress is applied, then the model suggests that there is no hysteresis response. This is because a rank-3 laminate would be needed in order to introduce the additional domain wall for switching into the $z$-direction. To achieve this, we could apply the method introduced in section 3.5 to classify all possible rank-3 laminate patterns. But for ferroelectrics in the tetragonal crystal system, there are in total $6^8 = 1679616$ possible arrangements of crystal variant in the lowest level of a rank-3 tree diagram. Thus some new thinking is needed to simplify the problem. Although some complexities may arise when including rank-3 laminates into the existing kinetic framework, the resulting model could be better able to predict the hysteresis response of ferroelectrics in multiaxial loading conditions.

Another interesting task for further work is to improve the method used in section 5.3, where the overall hysteresis responses are obtained by volume averaging the responses of a set of patterns that are energetically favourable under the applied loads. The interaction and compatibility between these domain patterns were not considered in the current study. In order to take these effects into account, a model which combines the present sharp interface method and a 3-dimensional phase field approach could be developed. Phase field approaches can predict the evolution of domain structure from a non-equilibrium state towards an equilibrium
state without prior assumptions of domain pattern. However, this is typically a computationally intensive approach. Thus, a possible strategy is to convert the domain patterns generated by the sharp interface method into an input for the phase field model as an initial state. This initial state could have several regions containing exactly compatible domain patterns, meeting at incompatible (arbitrary) interfaces. As the compatibility across the boundaries where these patterns meet is not guaranteed, the crystal would start at a non-equilibrium state. However, the phase field approach could then model the evolution of microstructure by minimising the total energy. If the structure evolves into a periodic multi-rank laminate structure, the current domain pattern could be converted back to an input for a sharp interface model for efficiency. The proposed “integrated model” could be more accurate and reliable than the current sharp interface model but potentially also more efficient than conventional phase field models.
Appendix

A.1 The effective material properties of ferroelectric crystals

In this section, we describe the method proposed by Li and Liu [26] to calculate the effective material properties. In chapter 1, the tensor form of constitutive equations for piezoelectrics are shown in equations (1.1) and (1.2). They can be shown in matrix form:

\[
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4 \\
\epsilon_5 \\
\epsilon_6 \\
D_1 \\
D_2 \\
D_3
\end{bmatrix}
= \begin{bmatrix}
S_{11} & S_{12} & S_{13} & S_{14} & S_{15} & S_{16} & d_{11} & d_{21} & d_{31} \\
S_{12} & S_{22} & S_{23} & S_{24} & S_{25} & S_{26} & d_{12} & d_{22} & d_{32} \\
S_{13} & S_{23} & S_{33} & S_{34} & S_{35} & S_{36} & d_{13} & d_{23} & d_{33} \\
S_{14} & S_{24} & S_{34} & S_{44} & S_{45} & S_{46} & d_{14} & d_{24} & d_{34} \\
S_{15} & S_{25} & S_{35} & S_{45} & S_{55} & S_{56} & d_{15} & d_{25} & d_{35} \\
S_{16} & S_{26} & S_{36} & S_{46} & S_{56} & S_{66} & d_{16} & d_{26} & d_{36} \\
d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16} & \kappa_{11} & \kappa_{12} & \kappa_{13} \\
d_{21} & d_{22} & d_{23} & d_{24} & d_{25} & d_{26} & \kappa_{21} & \kappa_{22} & \kappa_{23} \\
d_{31} & d_{32} & d_{33} & d_{34} & d_{35} & d_{36} & \kappa_{31} & \kappa_{32} & \kappa_{33}
\end{bmatrix}
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3 \\
\sigma_4 \\
\sigma_5 \\
\sigma_6 \\
E_1 \\
E_2 \\
E_3
\end{bmatrix}
\]  

(A.1)
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Then, Li and Liu rearrange and simplify equation (A.1) as

$$
\begin{bmatrix}
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
A & B \\
B^T & N
\end{bmatrix}
\begin{bmatrix}
F \\
G
\end{bmatrix}
$$

(A.2)

where superscript $T$ indicates the operation of matrix transpose and

$$
Y = \begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_5 \\
D_3
\end{bmatrix},
Z = \begin{bmatrix}
\epsilon_3 \\
\epsilon_4 \\
\epsilon_5 \\
D_1 \\
D_2
\end{bmatrix},
F = \begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_5 \\
E_3
\end{bmatrix},
G = \begin{bmatrix}
\sigma_3 \\
\sigma_4 \\
E_1 \\
E_2
\end{bmatrix},
$$

A = \begin{bmatrix}
S_{11} & S_{12} & S_{16} & d_{31} \\
S_{12} & S_{22} & S_{26} & d_{32} \\
S_{16} & S_{26} & S_{66} & d_{36} \\
d_{31} & d_{32} & d_{36} & \kappa_{33}
\end{bmatrix},
B = \begin{bmatrix}
S_{13} & S_{14} & S_{15} & d_{11} & d_{21} \\
S_{13} & S_{24} & S_{25} & d_{12} & d_{22} \\
S_{16} & S_{46} & S_{56} & d_{16} & d_{26} \\
d_{33} & d_{34} & d_{35} & \kappa_{13} & \kappa_{23}
\end{bmatrix},
$$

N = \begin{bmatrix}
S_{33} & S_{34} & S_{35} & d_{13} & d_{23} \\
S_{34} & S_{44} & S_{45} & d_{14} & d_{24} \\
S_{35} & S_{45} & S_{55} & d_{15} & d_{25} \\
d_{13} & d_{14} & d_{15} & \kappa_{11} & \kappa_{12} \\
d_{23} & d_{24} & d_{25} & \kappa_{12} & \kappa_{22}
\end{bmatrix}.

Now consider a laminate structure with two crystal variants present in the ferroelectric crystal. In order to simplify the calculation, the direction of the interface normal is chosen as the $z$-axis in local coordinate system. Therefore, proper rotating operations need to be undergone for the global material properties of each crystal variant. For the variant $k$, the constitutive
The effective material properties of ferroelectric crystals is written as:

\[
\begin{bmatrix}
Y_k \\
Z_k
\end{bmatrix}
= 
\begin{bmatrix}
A_k & B_k \\
B_k^T & N_k
\end{bmatrix}
\begin{bmatrix}
F_k \\
G_k
\end{bmatrix}
\]  
(A.3)

The combination of two crystal variants results in a heterogeneous electromechanical field distribution in the crystal. However, the field is required to be continuous across the interface that

\[Y_1 = Y_2 = \bar{Y}, \quad G_1 = G_2 = \bar{G}\]  
(A.4)

where the overhead bar indicates the volume averaged field variables in the laminate. By using equations (A.3) and (A.4), we can obtain \(F_k\) and \(Z_k\) for crystal variant \(k\)

\[
F_k = A_k^{-1}Y - A_k^{-1}B_k\bar{G}
\]

\[
Z_k = B_k^TF_k + N_k\bar{G} = B_k^TA_k^{-1}Y + (N_k - B_k^TA_k^{-1}B_k)\bar{G}
\]

This results in

\[
\bar{F} = \langle A^{-1} \rangle \bar{Y} - \langle A^{-1}B \rangle \bar{G}
\]

\[
\bar{Z} = \langle B^T A^{-1} \rangle \bar{Y} + \langle (N) - (B^T A^{-1}B) \rangle \bar{G}
\]

where \(\langle \rangle\) indicates the volume averaged physical properties. It is possible to rearrange further

\[
\bar{Y} = \langle A^{-1} \rangle^{-1} \bar{F} + \langle A^{-1} \rangle^{-1} \langle A^{-1}B \rangle \bar{G}
\]

\[
\bar{Z} = \langle B^T A^{-1} \rangle \langle A^{-1} \rangle^{-1} \bar{F} + \langle (B^T A^{-1}) \langle A^{-1} \rangle^{-1} \langle A^{-1}B \rangle + \langle N \rangle - \langle B^T A^{-1}B \rangle \rangle \bar{G}
\]

Now the overall effective properties for this rank-1 laminate are obtained

\[
A^* = \langle A^{-1} \rangle^{-1}
\]

\[
B^* = \langle A^{-1} \rangle^{-1} \langle A^{-1}B \rangle
\]

\[
B^{T*} = \langle B^T A^{-1} \rangle \langle A^{-1} \rangle^{-1}
\]

\[
N^* = \langle B^T A^{-1} \rangle \langle A^{-1} \rangle^{-1} \langle A^{-1}B \rangle + \langle N \rangle - \langle B^T A^{-1}B \rangle
\]  
(A.8)
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The same calculation procedure can be applied recursively to multi-rank laminate structures provided the separation of length scales between different levels. This condition makes a lower level laminate can be treated as a homogeneous medium with the calculated effective properties when considering the effective behaviour of the higher level laminate.
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