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Abstract—This paper is about recognising hand-held objects from incomplete tactile observations with a classifier trained only on visual representations. Our method is based on the Deep Learning (DL) architecture PointNet and a Curriculum Learning (CL) technique for fostering the learning of descriptors robust to partial representations of objects. The learning procedure gradually decomposes the visual point clouds to synthesise sparser and sparser input data for the model. In this manner, we were able to use one-shot learning, using the decomposed visual point clouds as augmentations, and reduce the data-collection requirement for training. The approach allows for a gradual improvement of prediction accuracy as more tactile data become available.

We evaluated the effectiveness of the curriculum strategy on our generated visual and tactile datasets, experimentally showing that the proposed method improved the recognition accuracy by up to 23% on partial tactile data and boosted accuracy on full tactile data from 93% to 100%. The curriculum-trained network recognised objects with an accuracy of 80% using only 20% of the tactile data representing the objects, increasing to 100% accuracy on clouds containing at least 60% of the points.

I. INTRODUCTION

The sense of touch is crucial for humans in performing several tasks, from exploration to manipulation and object recognition. In literature, Computer Vision remains the dominant modality for object recognition tasks; nevertheless, touch can provide crucial information in unstructured environments when vision is impaired due to poor lighting, unfavourable weather, translucent objects or occlusion. This has motivated researchers in exploring not only tactile-based object recognition [1], but also combining vision and tactile information to support vision-based perception [2] and accurately reconstruct the shape of complex three-dimensional objects even when vision is subjected to occlusions [3], [4]. However, the above methods require tactile-based models of the objects for training, which can only be obtained through time and resource expensive exploration tasks. In this respect, it would be convenient to (i) exploit the readiness and availability of visual data to train a system that can recognise objects through environment-robust touch, and (ii) recognise an object using partial data to mitigate the need to complete a long and expensive tactile exploration.

This paper is concerned with the specific case of training an object recognition system using only a priori visual data to recognise the same object from the tactile modality, albeit not previously sensed through the latter. Humans rely on this visuo-tactile cross-modality and therefore are able to reconstruct a vision-based representation of objects and recognise them using the sense of touch only. Similarly, to exploit this type of cross-modality in robotics would allow learning an object representation in a controlled environment using vision and deploy the system in a more challenging scenario where the vision is not available (e.g. manipulation tasks in clutter or where the target objects are not directly visible). The works proposed in [5] refer to this as Cross-Modal Recognition (CMR) or Visuo-Tactile Recognition (VTR) taking inspiration from its psychological definitions [6]. Beyond [5], other examples of visuo-tactile cross-modality can be found in the literature [7], [8]. The work presented in [7] explored the visuo-tactile cross-modality to generate tactile images from visual images and vice versa; yet, the training of the two systems required both tactile and visual data. The work in [8] used vision to estimate the pose of an object and proposed a Bayesian algorithm with linear Kalman filters to hone that prediction with each sequential touch.

To the best of our knowledge, only Falco et al. [5] have performed CMR by training a system with only the visual modality on a set of quasi-planar rigid objects. They found point clouds to be a suitable representation to encode visual and tactile data for this task. The approach enriches the Ensemble of Shape Functions (ESF) with information from Shape Histogram of Features (SHOT) to form the Cross-modal point cLoUd dEscriptor (CLUE) descriptor, and subsequently use a Geodesic Flow Kernel (GFK) transfer learning technique to increase cross-modal performance. The limitation of this work is that the proposed training pipeline, based on an ensemble of global hand-crafted descriptors for point clouds, requires the full tactile exploration of the object to perform the predictions. However, since tactile exploration is a time-expensive task, this paper focuses on recognising objects from partial observations and making predictions that can be iteratively improved as more data is gathered. The descriptors employed in [5] are global, requiring the full tactile model of the object, and therefore are not directly employable when attempting recognition from partial observations. Conversely, in this paper, we investigate the use of data-driven techniques to learn more task-specific representations. Therefore, instead of exploiting existing descriptors, we define the task and allow the proposed learning procedure to compose the features.

Neural Networks (NNs) have been used extensively for point cloud recognition in the past years to statistically learn point cloud descriptors or shape embeddings [9]. These descriptors adapt based on the training dataset and the formulation of the learning task, learning geometric relationships directly from the data. Rather than proposing a hand-crafted descriptor that can capture local shapes, we
utilise the established point-based architecture PointNet [10] to extract task-driven shape descriptors. The work presented in [11] noted the gap in the research of partial point cloud recognition and explored the ability of PointNet to recognise partial and noisy point clouds. The authors found that it was vital to expose the network to partial representations during training. In this paper, we take a step further by formulating a learning task with a training procedure based on Curriculum Learning (CL) [12] to foster the learning of local descriptors from sparser and sparser tactile data, represented as point clouds.

PointNet, a point-based architecture, was chosen over projection or volumetric-based methods, such as MVCNN and VoxNet [13]. Projection-based methods rely on a meshing preprocessing that, besides being computationally expensive, assumes the emptiness of the unexplored regions; this is undesirable for recognising partially explored shapes. Volumetric based methods, which instead construct data structures to represent the occupancy of a three-dimensional grid and enable the use of 3D convolutions, have been surpassed by point-based networks [9]. Over the last few years, PointNet has been influential in deep-shape recognition as several point-based networks incorporate it for shape feature extraction [14], as well as creating encodings for GANs [15]. While DGCNN [13], an extension of PointNet, would be a good choice, our choice fell on the latter as it is more computationally efficient since it does not require the computation of graph structures in latent space.

In summary, current works mainly use tactile sensing alone, and require slow-to-collate tactile datasets and without exploiting the readiness of visual data. Existing works tackle the problem by defining hand-crafted descriptors. Paganoni et al. [11], instead, studied partial point cloud recognition but derived samples from the ModelNet40 dataset, which is a high quality and low noise CAD dataset. They also analysed the performance of PointNet under noise without attempting to improve it. However, as explained in Section II, noise and uncertainties, due to representation differences, are core to the issue of VTR. Furthermore, in contrast to the partial point clouds that would be generated during a tactile exploration, [11] used simulated laser scans and photogrammetry from single viewpoints. On the contrary, the tactile point clouds may be composed of sparse and unconnected clusters of points collected from any given surface of the object. This study explores decomposing whole point clouds into patchy partial samples to more closely resemble data gathered from a series of tactile interactions with an object.

The main contributions of this paper are the following:

- A data-driven pipeline capable of recognising objects from partial tactile observations and the experimental evaluation of this pipeline on our collected dataset.
- CMR of objects represented by points distributed over a non-planar manifold. This represents a challenge, since, as explained in Section II, it is not always possible to obtain a complete tactile model of non-planar objects. Therefore, an architecture capable to perform prediction based on partial information is required in this scenario.
- A CL pipeline to encourage task-specific descriptors.

The remainder of this work is structured as follows. An overview of the problem statement and design requirements are given in Section II. Section III proposes a system architecture and presents a curriculum training procedure. Section IV presents details on the experimental setup, datasets and data processing. Finally, the results and conclusions follow in Sections V and VI.

II. PROBLEM DEFINITION

Let \( \mathcal{O} : \{O_l | l = 1, \ldots, L\} \) be a set of \( L \) known objects. The single object \( O_l \in \mathcal{O} \) is represented using two distinct modalities, visual and tactile. In the specific case, the visual information is acquired using an RGB-D camera; conversely, tactile data is collected using a tactile sensing array integrated on a robot’s end-effector. Both visual and tactile information can be represented as a point cloud, assuming the position of each tactile element is known with respect to a common reference frame. Therefore, when the robot end-effector gets in contact with the object, it is possible to associate a small point cloud (whose size is related to the number of sensors composing the tactile array) to a specific position in the space. This assumption is not specific for the tactile-sensing technology used in this paper (see Section IV-A); indeed, it holds for any tactile sensor composed of a set of independent transducers.

More formally, let us denote with \( \mathcal{V} : \{V_i | i = 1 \ldots M, |V_i| = m_i\} \) the visual dataset containing the visual point clouds for all objects \( O_l \in \mathcal{O} \) and, in the same fashion, \( \mathcal{T} : \{T_j | j = 1 \ldots N, |T_j| = n_j\} \) containing the tactile point clouds. \( \mathcal{V} \) and \( \mathcal{T} \) here represent the objects \( \mathcal{O} \) as sensed through a vision and a tactile sensor respectively, where each point in the point clouds is expressed in Cartesian coordinates. Let us also define two functions, \( c_V(\cdot) \) and \( c_T(\cdot) \), which, taken visual and tactile point clouds respectively, return the object instance \( O_l \).

This paper addresses the development of a data-driven model that can learn to recognise the specific object \( O_l \in \mathcal{O} \) from a partial tactile point cloud \( T_{j_l} \subset T_j \), i.e. learning to approximate the mapping \( c_T \) and perform an estimate \( O_l \), from visual point clouds \( \mathcal{V} \) and a known mapping \( c_V \). Furthermore, we seek a solution that can operate under low amounts of training data \( \mathcal{V} \), and specifically one-shot learning.

To summarise, we design a system able to perform a tactile-based recognition under the following criteria:

- Partial representation of point clouds.
- Differences in sensor characteristics between visual and tactile point clouds.
- Few training samples per object.

Figure 1 presents examples of point clouds generated from visual and tactile data. The image shows the extent of the differences between the two representations: whilst the visual and tactile modalities both captured smooth faces and the overall shapes of objects well, the tactile point clouds (d-f) achieve lower surface coverage than vision (a-c). Furthermore, when considering non-planar objects, a full
tactile representation cannot be always reconstructed, since some parts are not reachable (e.g. the inner surface of the tape reel in Figure 1(f)). We want to remark that the differences showed in Figure 1 are not specific to the tactile-sensing technology described in Section IV-A and used in this paper. Indeed, since there are no standards at the hardware level [16], the spatial resolution and distribution of tactile sensing elements change depending on the adopted technology. This paper directly addresses the modality differences: although point clouds can represent both visual and tactile data, in general, their differences, as in Figure 1, can affect the overall performances of the recognition system.

Furthermore, since the tactile-based exploration of the whole object is a time-consuming process, we aim at recognising the object from partial information by defining a process where the recognition accuracy improves as more parts of the objects are sensed. Figure 2 shows an example of a partial tactile point cloud. Although beyond the scope of this paper, this will enable the possibility of performing touch-based predictions online, thus avoiding the whole exploration of the object.

III. METHODOLOGY

To address the problem of recognising an object from its partial tactile representation, we form a custom CL procedure – see Section III-B – which exposes the network to synthetic partial point clouds. We hypothesise that this curriculum will encourage learning partial point cloud embeddings and local descriptors, which will benefit online recognition. Furthermore, similarly to [5], we apply point cloud filters to cope with the differences between tactile and visual representation.

Figure 3 depicts the whole procedure. The resolution of the difference in representations is tackled with the pre-processing of point clouds to a unified representation as proposed in [5], which used the same point cloud filters on both visual and tactile data. Differently from [5], we incorporated a Deep Learning (DL) network, PointNet [10], to extract meaningful shape features and make predictions using the network’s multi-layer-perceptron output layers. We trained PointNet with the augmented vision dataset $\mathcal{V}$ to learn the model parameters then used in the prediction stage, where PointNet takes filtered tactile point clouds $\mathcal{T}$ to infer the corresponding objects from $\mathcal{O}$. This augmentation, discussed in Section III-B, is part of the broader CL strategy to recognise partial representations.

A. Preprocessing of Data

To reduce the differences in spatial resolution and noise and achieve a unified visuo-tactile point cloud representation, we considered the approach taken by [5]. Their approach unified the representations in two stages: (i) de-noising and reconstructing the surfaces using a MLS filter, and (ii) equalising local densities using a Voxel Filter. The results of these filtering operations are exemplified in Figure 4.

1) MLS Filtering: Firstly, the MLS filter explored in [17] was used to promote local smoothness and reconstruct the model surfaces. This process has the observed effect of removing noise perpendicular to the surface of the objects, hence sharpening the planar surfaces and edges. We chose surface reconstruction using tangent estimation over polynomial estimation as it resulted less prone to introducing curvature in flat surfaces.

2) Voxel Filtering: Subsequently, we employed Voxel filtering to address the homogenisation of the local density of points. Firstly, the Voxel filter constructs a regular three-dimensional grid around the point cloud. The resulting cubes are referred to as Voxel. An efficient implementation of the algorithm loops through the point cloud, assigning to each point the index of the Voxel it is located within. The resulting cloud replaces all occupied Voxels with the centroid of the Voxel or the point closest to the centroid. Although more computationally expensive, we chose the latter option to avoid introducing spatial errors at the cost of slightly less

Fig. 1: On the top row: the raw visual point clouds of (a) beer can, (b) Rubik’s cube, and (c) tape. The lower row presents the corresponding tactile point clouds, (d) to (f). Plots (b) and (e) highlight that the tactile point clouds failed to capture edges. Further, some surfaces captured in the visual clouds are not present in the tactile clouds, such as the inner surface of the tape reel, plotted in (c) and (f). The recognition system will need to be robust to such missing edges, manifolds, and surfaces, in addition to varying densities and qualities of the point clouds.

Fig. 2: The system is required to recognise partial point clouds with increasing accuracy as the number of points in the point cloud increases.
uniformity. Both variants improve the spatial distribution of points by removing the local clustering.

B. Curriculum Learning

We argue that a curriculum, which trains with increasingly partial representations, can enhance the performance on representations typically observed during partial shape recognition. Global shape descriptors – such as Unique Signatures of Histograms (USH) [18], ESF [19] and CLUE [5] – do not offer such routes to conditioning a network for partial shape recognition, as the training of a single K-Nearest Neighbors (KNN) or Support-Vector Machine (SVM) classifier (used in [5]) is not an iterative process.

CL has been shown to improve the performance of NNs and the efficiency of training [12] and takes inspiration from how humans learn. Initially, we train the network on easy examples before bringing the focus to more challenging tasks. In practice, this learning approach employs a scoring function, which assigns to each sample a score based on its difficulty, and a pacing function, which determines when more complex samples are introduced to learning. This study approaches the problem by synthesising point clouds at difficulty stages, defined as the sparsity of any specific object’s point cloud; we start with full coverage and swap them in the training pipeline according to a pacing function, i.e. in our case at predetermined epochs.

To perform CL, we require a means to create samples of different difficulties. As the goal is to improve the accuracy of partial point cloud recognition, we hypothesise that exposing the network to partial representations will achieve this. Therefore we score the full point clouds from our visual dataset as the “easiest” and synthesise various degrees of partial, more sparse point clouds from them to form our “harder” samples. Let’s consider the generation of a partial point cloud from our full point cloud $P$. Here, we generalise for a given $P$ since we apply this process to any $V_i \in V$ or $T_j \in T$ for training and evaluation purposes respectively.

We first apply a partitioning function $\gamma(\cdot, K)$ to generate $K$ disjoint partitions of $P$, $P_k$ (i.e. there are no common elements), such that $P = \bigcup_{k=1}^{K} P_k$. We implemented such function $\gamma$ using K-Means clustering in Euclidean space.

Given a desired cluster size $\lambda$ – i.e. the average number of points belonging to a cluster – the number of clusters, $K$, can be computed as $\left\lceil \frac{m_i}{\lambda_V} \right\rceil$ or $\left\lceil \frac{n_j}{\lambda_T} \right\rceil$, for $V_i \in V$ and $T_j \in T$ respectively.

Finally, let $\tau(\cdot, p)$ be a partitioning function that can be

![Fig. 3: The system architecture. The top row depicts the training stages. A vision point cloud generated from an RGB-D camera is filtered using a Moving Least Squares (MLS) and Voxel Filter to reduce noise and equalise the spatial density of points. The vision dataset $V$ is augmented by applying transforms to each point cloud $V_i$, discussed in Section IV-E, and used to train a PointNet. The bottom row depicts the prediction phase, where tactile samples are sensed and (optionally) filtered. PointNet learns to approximate the mapping $c_T$, forming from each tactile point cloud $T_j$ a prediction of the object instance $\hat{O}_T$ it belongs to.](image)

![Fig. 4: Moving Least Squares filter and Voxel filter applied to a tactile baseball point cloud.](image)
applied to a generic point cloud \( P \) to subsample it into \( P_p \subset P \), where \( p \in [0, 1] \) is the proportion of sampled points. We can implement \( \tau \) by randomly selecting \( p \) of the subsets \( P_k \) and combining them into the partial point cloud \( \mathcal{P} \). Random selection was made by sampling a discrete uniform distribution without replacement; the results of this selection process can be seen in Figure 5 for the baseball point cloud in case of \( p = 0.1 \), \( p = 0.4 \) and \( p = 0.7 \). In this manner, we simulate many different pseudo-random partial representations of an object from a single point cloud. The number of possible different representations for each object we can generate with this method is given by the binomial coefficient \( \binom{K}{p^L} \). Furthermore, by lowering \( p \), we can generate sparser and sparser – i.e. harder and harder – samples for the CL pipeline.

IV. EXPERIMENTS

The objects chosen were everyday household items inspired by the range of items used in previous Amazon picking challenges. A total of ten objects were used, i.e. \( |O| = L = 10 \). The objects can be seen in Figure 6. Each object resides in three approximate shape classes: cuboidal, cylindrical, and ellipsoidal. The selection contains some geometrically similar shapes – such as a golf ball and baseball – and different materials, such as metallic, plastic or cardboard which also have vastly different surface textures and reflective properties. The selection of objects was limited to rigid, non-deformable items.

A. CySkin and Collection of Tactile Data

The robot setup consisted of a seven Degrees-of-Freedom Panda by Franka Emika industrial manipulator, with a CySkin module attached to the gripper. CySkin is a capacitive-based tactile sensing technology. The sensor patch integrated into the end-effector used in the experiment included seven tactile elements arranged as shown in Figure 7b. Each tactile element (taxel) has a 3.5 mm diameter and provides a 16-bit measurement which is related to the contact pressure. The pitch among adjacent taxels is 7.5 mm. A single contact between the end-effector and the object activates one or more tactile elements when the response of the taxels exceeds a threshold value. The tactile point cloud is subsequently created by registering the 3D position of the active tactile elements with respect to the robot reference frame.

The collection procedure began with fixing each of the ten objects, in turn, at a known position in front of the robot (see Figure 7a). Next, an operator manually guided the robot to touch the object with the sensorised end-effector. The robot was manually moved in small steps, incrementally exploring the surfaces until reaching full coverage of the object. Since the goal of the procedure was to cover the whole surface of the objects thoroughly, the operator mainly applied small movements to the end-effector. This approach biased the touches towards the local areas, in contrast to exploration strategies that make larger movements or seek to maximise the information gain per touch.

Some surfaces of the objects were not reachable due to the limits of the setup. These limitations are the following: (i) the planar tactile sensing technology was not able to capture tight manifolds with extreme concave curvature, such as the rim of the beer can; (ii) it was not possible to explore the inside surface of the reel of tape, as the dimensions of the end-effector were larger than the confined space; (iii) the lower surfaces of the spherical objects (baseball, golf ball and orange) and the aspects covered by the jig fixing the objects in the environment were obstructed from exploration, resulting in hemispherical representations. The explorations were repeated three times and resulted in 30 tactile point clouds, which compose the dataset \( T \). The point clouds ranged from 624 points for the golf ball up to 3946 for the camera box.\(^1\)

In this work, the problem of performing an autonomous exploration of the objects is not considered. This would add additional challenges that are outside the scope of this work, which focuses on partial recognition. Indeed, an exploration procedure based on tactile sensing depends on the end-effector type, the object type and its relative position to the robot. Furthermore, non-planar objects increase the complexity as some parts can be hard or not possible to reach. Moreover, beyond the additional challenges related to control aspects, a proper exploration strategy is key to minimising the number of contact interactions required to recognise the object with high confidence. These two aspects are currently beyond the consideration and scope of this work. Instead, this paper focuses on analysing the data to evaluate the possibility of recognising the objects from partial representations. What is developed in this paper will be used in a future extension of the method to design a proper exploration strategy driven by the confidence obtained when processing partial tactile point clouds.

B. Collection of Vision data

An Intel RealSense D415 RGB-D sensor was used to capture successive images of each object. The algorithm to stitch together frames was adapted from the Point Cloud Library in-hand-scanner application. The algorithm has three distinct stages for adding a point to the cloud: (i) input

\(^1\)The dataset is provided as supplementary material.
preprocessing, including the cropping of the input RGB-D points to a sufficiently small volume to only include the turntable and the object to be scanned; (ii) registration using an Iterative Closest Point (ICP) algorithm; and (iii) integration, i.e., the decision-making module responsible for accepting or rejecting points into the point cloud. We rotated the objects during the registration process using a turntable to achieve $360^\circ$ surface coverage.

The collection of the visual data, $V$, was repeated twice to gather two sample point clouds for each object – one for training and another for validation. Subsequently, we manually segmented each visual point cloud its environment and aligned its $z$ axis with the normal of the tabletop. The total number of points in the vision point clouds ranged from 619, for the Rubik’s cube, to 10980, for the camera box.

C. Curriculum Samples and Scheme

For the curriculum scheme, we create a dataset of partial point clouds $\nabla_{2000}$, as described in III-B, to create 2000 samples for each proportion $p \in \{0.05, 0.1, \cdots, 1.0\}$. For the partitioning, a cluster size $\lambda_V = 10$. The value was elected empirically: a small value leads to clusters containing a small amount of information; and a high value reduces the number of possible partial point cloud we can generate. We decided to select it such that the vision clouds formed at least 40 clusters, considering that the smallest filtered vision point cloud is the golf ball with 408 points. Since the Voxel filter equalises the spatial density, the clusters roughly represent equal areas across models. The curriculum reduced the proportion $p$ in later epochs, specifically the network was trained with $p \in \{1.0, 0.7, 0.4, 0.2\}$ for epochs [1-40, 40-55, 56-70, 71-75] respectively.

D. Partial Tactile Point Clouds

Similarly to the vision, the dataset $T$ was decomposed to create a dataset of partial point clouds, $\nabla_{2000}$, containing partial tactile representations of the objects at different proportions $p$. A value of $\lambda_T = 7$ points was chosen for a cluster size similar to the end-effector taxel number. In this way, we considered each patch $P_k$ to be generated by a single touch. Therefore, the resulting partial point clouds are generated randomly by composing small sets of clusters, each representing a small surface comparable to the size of the CySkin sensor.

E. One-Shot Learning - Data Augmentation

In addition to the training curriculum, we applied data augmentation techniques at run-time to both $V$ and $\nabla_{2000}$. Since the number of visual models was only one training point cloud and one validation point cloud per object, the challenge of training the network can be viewed as few-shot learning or loosely as one-shot learning [20]. As is common in few-shot learning, the training datasets were augmented with additional samples derived from the original point clouds to reduce the risk of over-fitting to the visual training set.

The data augmentation was performed according to transforms in Table I. For this specific implementation, the input space of PointNet was fixed to $\beta = 1024$ since during training samples need to be of equal length when grouped into batches. Then, the first step, which was also the first introduction of variation, was the uniform selection – without replacement – of $\beta$ points from the clouds of shape $(\alpha, 3)$. For point clouds with fewer than 1024 points, duplicate points were added to pad up to the correct shape. Subsequently, zero-mean Gaussian noise with a standard deviation of $0.5 \text{mm}$, $\mathcal{N}(0, 0.5^2)$, was added to each point and the resulting point cloud rotated by a random 3D Euclidean transform. By exposing the network to random orientations, we encourage the network to learn pose-agnostic embeddings. Finally, a random scaling was applied from the uniform distribution $U(0.95, 1.05)$. Overall, this training scheme is designed to introduce variance through random scaling, additive noise, and random rotations to reduce the...
TABLE I: Visual data augmentation during training.

<table>
<thead>
<tr>
<th>Step</th>
<th>Transformation</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Input Point Cloud</td>
<td>$\alpha \times 3$</td>
</tr>
<tr>
<td>1</td>
<td>Random Selection of $\beta$ Points</td>
<td>$\beta \times 3$</td>
</tr>
<tr>
<td>2</td>
<td>Additive White Gaussian Noise</td>
<td>$\beta \times 3$</td>
</tr>
<tr>
<td>3</td>
<td>Random 3D Rotation</td>
<td>$\beta \times 3$</td>
</tr>
<tr>
<td>4</td>
<td>Random scaling by scale factor in the interval [0.95,1.05]</td>
<td>$\beta \times 3$</td>
</tr>
</tbody>
</table>

TABLE II: Visual data preprocessing during validation.

<table>
<thead>
<tr>
<th>Step</th>
<th>Transformation</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Input Point Cloud</td>
<td>$\alpha \times 3$</td>
</tr>
<tr>
<td>1</td>
<td>Random Selection of $\beta$ Points</td>
<td>$\beta \times 3$</td>
</tr>
<tr>
<td>2</td>
<td>Random 3D Rotation</td>
<td>$\beta \times 3$</td>
</tr>
</tbody>
</table>

likelihood of over-fitting or memorising the arrangements of the points.

For clarity, the transforms used during validation and evaluation are shown in Table II. Additive noise and scaling were never applied to the visual validation or tactile evaluation stages.

F. Training and Evaluation

We follow the training of PointNet as in [10], with cross-entropy loss and Adam optimiser with a learning rate of 0.01. We trained the network for each experiment five times and present the run which performed best on the vision validation set. Our data pipeline, including the training and evaluating PointNet, took approximately 20 minutes using a GTX 1070 graphics card. We selected the filtering parameters with a grid search evaluated on visual mono-modal accuracy. In the end, we selected a MLS radius of 5 mm and a leaf size of 3.5 mm for the voxel filter. To be clear, the tactile dataset always remained unseen during training, evaluation and trained model selection.

V. RESULTS AND DISCUSSION

This section evaluates the ability of the pipeline to recognise degrees of partial tactile point clouds and improve using the point filters and proposed CL procedure. In this analysis, we also evaluate the performance of the system in terms of inference time. Furthermore, we simulated an online exploration of the objects performed as described in Section IV when collecting the data. This experiment is useful to: (i) assess whether the proposed method is suitable for online recognition; and (ii) show how the exploration strategy affects performance. Finally, a comparative experiment with descriptors-based methods is proposed to benchmark our approach.

A. Partial Point Cloud Recognition

The first experiment focused on the effects of the filters and learning scheme on partial point cloud recognition. We evaluated three configurations: (a) vanilla training scheme without point filters; (b) vanilla training scheme with point filters; and (c) CL with point filters. The vanilla and the curriculum training schemes used different datasets – $\mathcal{V}$ and $\mathcal{V}_{2000}$ respectively. The performance of the system was measured against the tactile partial point clouds in the $\mathcal{T}_{2000}$ dataset. As a remark, it should be noted that whilst 3 tactile samples were collected for each object, when evaluating the network on partial point clouds, we applied the sampling scheme described in Section III-B. Therefore, when the $p \in [0.05,0.9]$, the models are evaluated on $\mathcal{T}_{2000}$, which consists of 2000 unique point clouds for each object and for each proportion $p$. On the contrary, when $p = 1$, the models performed predictions on a test set of 3 samples for each object.

The results, as seen Figure 8, show that the vanilla trained network without filters performed the worst, and on full representations recognised objects with a baseline accuracy of 77%. The inclusion of the filters in the vanilla scheme improved the performance on whole point clouds by 16%, reaching an accuracy of 93%. The training curriculum further boosted performance, reaching 100% accuracy on full point clouds and $p \geq 0.6$. Across the range of proportions, the vanilla scheme with filters outperformed the baseline by an average of 11%, and the curriculum bettered that by a further 6%. For $p \geq 0.2$, the curriculum trained network performed with an accuracy of at least 80%. For all proportions ($0.05 \leq p \leq 1.0$), the curriculum scheme produced the best object recognition performances from the tactile point clouds, especially for $0.6 \leq p \leq 1.0$.

It is also worth noting that the curriculum strategy is the only one capable of reaching 100% accuracy. Indeed, as previously discussed, when considering non-planar shapes, some of the the objects cannot be fully explored. Therefore, even when considering the full tactile point cloud (i.e. $p = 1$), the system has to make predictions using partial data, since some surfaces are missing in the tactile representation compared with vision. As a result the vanilla networks cannot reach 100% accuracy since they were not specifically trained on partial representations, further showing the effectiveness of the curriculum strategy applied to cross-modal recognition.

B. Inference Time

To gauge whether the system has the potential to be used online, we measured the inference time of the network, which we defined as the time taken for a prediction to be computed for a single point cloud. We included in the measurement the Voxel filtering, MLS filtering, pre-processing operations and forward pass of the NN. The experiment was performed on point clouds in the augmented dataset, which varied between 600 and 4k points. A batch size of 1 was used, as desirable in an online recognition system, where the data are updated after each contact.

The pipeline was able to make a prediction in a mean time of 21.4 ms for a single point cloud, corresponding to a refresh rate of 47 Hz. We observed that point cloud filtering took almost half the time because the MLS and Voxel filters were run on the CPU. An implementation on CUDA cores could
likely speed up these operations significantly. The results are promising for running the pipeline on an online system.

C. Online Recognition

A separate experiment was performed to measure the recognition accuracy of the system during an online exploration of an unknown object, using our 30 un-partitioned explorations $\mathcal{T}$. We wished to compute and improve the objects predictions as the data became available. To this extent, we treated the tactile data, collected as described in Section IV, as an ordered sequence of samples, defining the exploration completion as follows: a 10% exploration contains the first 10% of points collected for that object as sequenced in time. The point filters were throughout and trained with both the vanilla and CL schemes, utilising the $\mathcal{V}$ and $\mathcal{V}_{2000}$ datasets respectively.

The accuracy results from testing on our tactile dataset of 30 samples are presented in Figure 9. The curriculum boosted the performance by an average of 11% and outperformed the vanilla trained network for all exploration completions excluding 5%. It is not unsurprising that at the extremely low exploration completion of 5%, the curriculum training did not make a difference - the data may not hold sufficient information for one object to be distinguished from another, no matter the recognition method used. For a 30% explored object, the curriculum improved the recognition accuracy by 23%. Overall the curriculum proved effective for online recognition.

Compared to the results showed in Figure 8, where with only 20% of the samples the system was able to predict the classes with an accuracy of 80%, here the network starts to provide acceptable results – i.e. accuracy greater than 80% – with an exploration of 60%. This apparent drop in the performance is an artefact of the exploration strategy used to collect our data. As explained in Section IV, the data was collected by moving the robot’s end-effector in small steps, thus simulating an incremental exploration strategy. This meant that a low percentage of points representing the object could only capture local information. On the contrary, the random sampling procedure used in Section V-A, which resembles a random exploration strategy, obtains a broader geometric representation of the object shape using a low percentage of the points, easing the recognition process.

We want to remark that this is not a flaw of the proposed approach. These two experiments show that this method can be effectively used for cross modal recognition of partial tactile point cloud. Furthermore, they make it clear that a proper exploration strategy is vital to efficient online recognition. This aspect will be investigated in a future extension of this work by considering methods based on information gain to work alongside the proposed DL and CL methods and minimise the number of contacts required to recognise the object.

D. Comparison with Descriptor-Based Approaches

To compare the proposed approach with respect to the state of the art, we implemented two descriptor-based methods, ESF and CLUE [5]. As previously discussed, these descriptors are not suitable for partial point cloud recognition, and therefore we evaluate them on the dataset of the full point cloud i.e. $p = 1$. The system was trained on the visual point clouds without data augmentation as described in [5], and tested on the 30 tactile point clouds. We performed the classification with a 3-NN classifier and a Support Vector Machine (with RBF kernel) in two different cases. In the

<table>
<thead>
<tr>
<th>MLS Radius</th>
<th>Leaf Size</th>
<th>3-NN</th>
<th>SVM</th>
<th>3-NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>60mm</td>
<td>5mm</td>
<td>40.00%</td>
<td>53.34%</td>
<td>30.00%</td>
<td>73.34%</td>
</tr>
<tr>
<td>5mm</td>
<td>3.5mm</td>
<td>20.00%</td>
<td>60.00%</td>
<td>23.34%</td>
<td>46.67%</td>
</tr>
</tbody>
</table>
first experiment we applied the same values for the MLS and Voxel filters used in [5]. In the second experiment we applied the values we used in this paper (see Section IV-F). As is visible from the results showed in Table III, ESF and CLUE did not perform well in this scenario. We argue that there are two reasons for that. Firstly, our dataset contains only one training sample for each object. Indeed, with respect to [5] we trained the network with an one-shot learning approach, using one visual sample for training and one for validation. The method in [5] does not consider this scenario, therefore, additional data could be required to train the model. Secondly, [5] only consider planar objects. As previously explained in the non-planar case (since in general, the tactile point cloud cannot be fully explored), the system has to make prediction on partial data even when the full tactile point cloud is considered. As discussed in Section III-B, descriptor-based approaches are not suitable for partial recognition, therefore they cannot be directly used for cross modal recognition of non-planar objects.

VI. CONCLUSION

This study tackled VTR of partial point clouds enabled by a CL procedure applied to only visual data and tested the network performance on our tactile dataset. We synthesised partial point clouds and proposed a curriculum that progressively introduced sparser samples to increase the training difficulty at later epochs. We composed several partial tactile representations of the objects using our dataset and used these samples to benchmark the system.

The Curriculum trained network was able to perform recognition with an accuracy of 80% using only 20% of points generated from a random exploration strategy. The accuracy further increased to 100% accuracy on clouds using at least 60% of the data. In contrast, the vanilla-trained network averaged an accuracy of 90.7% for 0.6 ≥ p ≥ 1.0. We benchmarked the inference time of the pipeline on our hardware, which refreshed predictions at a promising rate of 47Hz.

We also treated the tactile data collected, as described in Section IV, as a time-ordered sequence of points and showed that CL improved the system’s accuracy for online recognition, during exploration, by an average of 11%. Our experiments also highlighted the impact of the exploration strategy on overall system performance. A natural extension would study exploration strategies to minimise the number of contacts required to recognise an object with high confidence.
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